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Language forecasting, i.e., predicting the future state of a language, has long been regarded
with a fair amount of skepticism. This is partly due to language change often being
considered sudden, random, unpredictable, and viewed as the result of complex interacting
factors that are not well understood (e.g., Keller 1994:72; Bauer 1994:25; Labov 1994:10;
Croft 2000:3; discussion in Sanchez-Stockhammer 2015). Some have gone as far as to
claim that “[d]iachronic linguistics is not a predictive science” (Bauer 1994:25).
Nevertheless, more positive views on the possibility of language forecasting have emerged
in recent years (Soskuthy 2015; Sanchez-Stockhammer 2015; Van de Velde 2017).

In this dissertation I present arguments in favor of language forecasting, claiming
that it can and should be practiced. I argue that forecasting can be used to test various
expectations toward language change, including the understanding of the propagation of
new linguistic variants through a language community. Using historical data in the form of
regular time series, | produce short- to mid-range forecasts for two selected changes in
Icelandic. The first change concerns the complex prepositions ¢ bak vid ‘behind’ and vid
hlidina a ‘next to” which are occasionally encountered in a simplified form as bakvid and

hlidina, respectively. Although the change has been briefly mentioned before (Fridjonsson



2004, 2007 and Rognvaldsson 2021), it has not been systematically documented. The
second change involves subject case marking with the predicate hlakka til ‘look forward
to’, where an oblique case (accusative or dative) replaces an earlier nominative case with
subjects. This change has been extensively studied (e.g., Svavarsdottir 1982; Jonsson &
Eythorsson 2003; Nowenstein 2023), but the present work offers an original conception of
its essence. The time series analysis and forecasting presented in the dissertation provide a
novel type of documentation and a fresh insight into both types of changes. Since language
forecasting is argued to require ample context to be comprehensible, efforts have been

made to contextualize the changes under discussion to the extent possible.
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Ein sat hon (ti,

pa er inn aldni kom
yggjungr asa

ok i augu leit.
Hvers fregnid mik?
hvi freistid min?

(from Voluspa 28.)

XiX

Alone she held séance out in the night,
when the old fellow came,

Asir’s Son of Dread,

And looked into her eyes.

‘What do you ask me?

Why do you try me?’

(transl. Dronke 1997)



1 Introduction

1.1  The aim and scope of the dissertation
Like the weather, languages are constantly changing. Sometimes the changes are subtle
and take place without us noticing them; at other times we are all too aware of new
structures and trends. No matter how small they may be, or which domain of language they
belong to, once in motion, they may trigger new changes. Thus, language is an ever-
transforming system where the smallest ripple may cause a large wave. It has been claimed
that making predictions about the future of language or a particular linguistic phenomenon
is impossible due to myriad uncertainties and the complexity of the linguistic system.
Despite this, some recent work has adopted a more optimistic view (Soskuthy, 2015;
Sanchez-Stockhammer, 2015; Van de Velde, 2017; Schneider, 2018). After all,
uncertainties in fields like meteorology, economics, geology and epidemiology, have not
prevented forecasting in these areas.

This dissertation is concerned with language change, or, more specifically, with
whether language change, variation and the propagation of change can be predicted. It
seeks to answer the question whether language forecasts are possible, and if so, how they

can be made. As such, this dissertation is intended to serve three purposes:

1) Present arguments in favor of language forecasting, claiming that it can and

should be practiced as it offers a novel way of studying language change.



i) Explain how language forecasting might be approached, i.e., what kind of
predictions can be made and which methods might be adapted from other

areas of forecasting.

iii) Provide examples of language forecasting based on linguistic variation and

changes in Modern Icelandic.

Focusing on variation and change within Modern Icelandic defines additional sub-goals of
the dissertation. These include documentation of two types of change within Icelandic and
predictions about the propagation of these in the next 10-20 years. The first of these
pertains to changes in the complex prepositions a bak vid ‘behind’ and vid hlidina & ‘next
to” which often appear in a simplified form, i.e., bakvid and hlidina. The second change is
oblique case substitution with the predicate hlakka til ‘look forward to’. The predicate
originally occurred with a nominative subject, but is now frequently attested with an
accusative or dative subject. The sub-goals (or sub-contributions) can be summarized as

follows:

iv) Provide a general overview of hitherto little discussed changes in the
complex prepositions a bak vid ‘behind’ and vid hlidina & ‘next to’ in
Icelandic; Present a documentation of these in form of regular time series
and generate expectation towards the propagation of novel variants in the

next few years.



V) Present novel type of documentation of changes in subject case marking
with hlakka til ‘look forward to’ in the form of regular time series, and to
generate expectation towards the situation of the change in the next few

years.

New expectations towards the propagation of the relevant changes in the next few years
are generated in the form of language forecasts that are made with formal forecasting
models, relying on regular time series. Results from time series documentation and
forecasting is contrasted with general expectations towards directionality in these changes
based on what is known about grammaticalization processes and changes in subject case
marking in Icelandic.

Unlike predictions about weather in the future or the potential number of tourists
expected to visit a country in a given year, language forecasts do not serve an obvious
practical purpose. Typically, forecasts “provide input to the planning and decision-making
process from which the forecasting requirement arose” (Hoff 1983:35). While this may
apply to language planning or prediction and prevention of language death, general
language forecasting does not guide decision making or assist preparing for an upcoming
language situation. Instead, they may be made for the sake of making them or for the sake
of obtaining a new perspective on language change and language forecasting. In this sense,
the overall claim of the dissertation is that language forecasting leads to better
understanding of language change and language data across time (cf. Benediktsson 2002
for new methods leading to advancement in historical linguistics). The general philosophy

adopted is that predictions make little sense out of context. Therefore, as much information



as possible and appropriate is provided for every step of the forecasting, from defining the
forecasting to gathering data and interpreting predictions. The hope is that the present work
will lead to some advancement in the area of language forecasting and prompt more

research into the topic.

1.2 Background and important concepts
Predictions are an integral part of linguistics. They may include expectations toward how
language is structured, e.g., which utterances are predicted to be grammatical or
ungrammatical, which rules are productive, and how languages can be systematically
broken down into smaller units like morphemes, sounds and features. They can also be in
the form of various types of (implicational) language universal which may be either
synchronic and diachronic (Greenberg 1966:508; Greenberg, Osgood, Jenkins 1966:xxiii).
An example of a synchronic implicational universal is “If a language has gender categories
in the noun, it has gender categories in the pronoun” (Greenberg 1966:113), and an
example of a diachronic universal is “A nasal syllabic phoneme, apart from borrowings
and analogical formations, always results from loss of a vowel” (Ferguson 1966:59).
Despite much work within linguistics being predictive in nature, predictions tend
not to be time dependent. They make assertions about what should be (im)possible in all
languages or what should be the case for a particular language. As such they do not claim
that given that if structure X is attested in a language at a particular period, structure Y will
be attested at a given period in the future, nor do they predict how many individuals will
find a particular linguistic variant grammatical in the future given how many find it

grammatical at a current time. This is where language forecasting comes into play.



Most forecasts have a very clear practical purpose which involves preparing in one
way or another for a future scenario. For instance, weather forecasts help make decisions
on how to best dress for certain days (does one need rubber boots or sandals), how and
where to plan holidays, or even where to build (or not build) a new house. Epidemiological
forecasts can help workers in the healthcare system plan for the number of patients they
may expect at a given time and evaluate how to best stop the spread of diseases. As such,
these forecasts have the potential to influence the behavior of individuals.

At first sight, language forecasts do not seem to have an immediate practical
purpose. Aside from their potential role in language planning and preventing language
death, they do not necessarily provide information that helps to plan for the future, nor do
they have the power to alter the behavior of individuals. Their role is thus different from
other types of forecasts. In Chapter 2 of this dissertation, it is argued that language
forecasting provides a novel way to study language change. It is claimed that it gives a
novel perspective on various questions related to language over time, including future
developments, the propagation of change, and what kind of data is most suitable for
language forecasting. Naturally, language forecasting can only be systematically practiced
provided the forecasting task, i.e., each step in the whole procedure, is identified and
discussed. Doing so involves outlining the forecasting problem, gathering appropriate data,
conducting an explanatory analysis, choosing, and fitting forecasting models and
evaluating the outcome (adapted from Hyndman & Athanasopoulos 2021:22-23).

Defining the forecasting problem might be one of the hardest tasks as it involves
defining the goal is, i.e., identifying which exact questions are to be answered. It also

requires an understanding of how the forecast is to be used, who it is for, what the



requirements for such a forecast is, and how far into the future predictions should be made
(i.e., what the forecast horizon is). A second challenging part is identifying and gathering
appropriate data for. Since language forecasting is relatively new, there is little
understanding on exactly what kind of data is most appropriate for making good forecasts.
The case studies in Chapters 8 and 9 rely on time series data (see e.g., Box, Jenkins &
Reinsel 2008:1). A distinction is made between an example, i.e., a particular instance of a
linguistic variant, and an observation which contains information on the proportion of
innovative variants versus all relevant variants at a given time. For example, an observation
for a single year might claim that an innovative variant was attested in 40% of the cases.
Behind this observation could be a total of 2000 examples, of which 800 were instances of
the innovative variant and 1200 instances of a traditional variant. Exactly how
measurements like these are obtained might matter for the forecast (see Chapter 5) and
figuring out what kind of measurements and data are most useful will likely only be
determined through trials and error. In Figure 1.1 the first two steps are highlighted since
these need to be identified specifically for linguistics. The remaining steps, methods and

forecast-making, can be adopted (at least initially) from other sciences.

Figure 1.1. Language forecasting involves defining the forecasting problem, gathering
data, selecting a method, and producing a forecast. All steps of language forecasting are
currently understudied. Part | of the dissertation focuses on the first two steps, namely
defining the problem and discussing appropriate data.



The forecasting in this dissertation relies on the use of popular methods that require time
series data as input. These methods are designed to pick out emerging patterns in historical
data over time and extrapolate them into the future. Models are chosen based on goodness
of fit and how well they perform on a test data that has been set aside solely for the purpose
of assessing the performance of the models (see further Section 1.3 and Chapter 7).
Needless to say, the forecasts themselves cannot be properly evaluated until the time for
which they were made is reached.

Predicting the situation of a language given a particular time in the future
necessarily requires treating the time in a serious manner. For this reason, it is important to
be explicit about the length of forecast horizons and what the situation is hypothesized to
be at a certain point in time. Usually, forecasts are divided into short-, medium-, and long-
range forecasting, depending on how far into the future predictions are made and how
(un)certain predictions are likely to be. Additionally, different methods may be used for
generating different forecasts of different lengths. What counts as short-, medium-, and
long-range may depend on the phenomena of study. For weather forecasts, short-range
tends to cover about 6 hours to a few days, medium-range from about 3 to 8.5 days and
long-range anything above 8.5 days (Ahrens 2007:347). Naturally, one can assume the
situation for language forecasting is slightly different, namely that short-, medium-, and
long-range would be tied to years rather than days. The ranges proposed are as follows:
short-range language forecasts might cover a period from one to up to 15 years; medium-
range might go from around 15-30 years, and long-range forecasting might be regarded as
dealing with everything above 30 years. These ranges are provisional and will likely need

to be revised when more experience has been gained in language forecasting.



The general philosophy adopted here is that forecasting makes little sense out of
context. For these reasons an effort has been made to contextualize the changes under
discussion as much as possible. This involves providing a thorough background on the
changes under investigation and any expectations towards how they may unfold. As
already noted, the two case studies (Chapter 8 and 9) pertain to linguistic phenomena in
Icelandic, a language spoken in Iceland by less than 400,000 people.! While Modern
Icelandic is generally considered the stretch from 1540 to present times (1540 being the
year in which the first book in Icelandic was printed), the case studies are mostly restricted

to variation and changes within the last 20 years or so.

1.3 Data and methods

Forecasting methods employed in this dissertation rely on the use of historical data in the
form of regular time series, i.e., observations ordered in time and taken at regular intervals
(Makridakis & Wheelwright 1978:14-16; Box, Jenkins & Reinsel 2008:1). The methods
were chosen based on popular forecasting approaches in other fields, e.g., economics, that
assume that future observations are dependent on past observations. Some of the models
used are very simple, such as hypothesizing that the future will be equal to the mean of the
whole historical series, while others are more complex and are designed to pick out patterns
that emerge in data over time. While there is no one single method that fits all time series,
models from the same family of approaches can be chosen, for instance, models based on

exponential smoothing or autoregression (see Chapter 7 for further information).

L In January 2023 the total population of Iceland was estimated to be 387,758 (https://hagstofa.is/). This
figure includes both native Icelanders with Icelandic as a first language and immigrants who may or may not
speak Icelandic.



In order to keep measurement of change consistent over an extended period of time,
it was deemed necessary to use a data source that had the same type of material over an
extended period of time. This allowed for the creation of regular time series with either
quarterly or yearly frequency. An abundance of written data for Modern Icelandic exists
both online and in printed format. In theory, it would have been possible to scrape the
internet for data, e.g., by using Sketch engine (https://www.sketchengine.eu/) to construct
a database from data obtained through a Google search. However, this was not done due to
two issues arising from streaming search results into a database. First, Google does not
always make a distinction between material originally written in Icelandic and material
automatically translated into Icelandic from another language.? Although machine
translated material can be interesting, it is not appropriate for the study of language change.
Second, there was an issue with the timestamp of some data that was streamed
automatically into a corpus. The timestamp did not always indicate the time of writing but
instead the time of creation of the corpus or the time of day a search was made on the
internet. Since the forecasting methods employed demanded regular time series data with
proper time stamp, this was not feasible. As a result, the decision was made to use two
sources for material, namely the Icelandic Gigaword Corpus (IGC, rmh=2019, rmh=2022
cf. Steingrimsson et al. 2018) and the social media platform X, formerly known as Twitter
(https://twitter.com). Note that | will refer to X as Twitter throughout the dissertation as
that was the name of the social media when this project started. The Icelandic Gigaword
corpus is quite convenient as it contains a fair amount of written material with most of it

dating from 2000 and later. It furthermore includes various types of registers such as

2 This observation is based on my own experience looking for examples in Icelandic using Google.
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formal, semi-formal and informal language (see further Chapter 8 and 9). Material from
Twitter can be thought of as representing semi-formal or informal language.

Data gathering and annotation was carried out between early 2021 and mid-2023.
Analysis was mostly done in the second half of 2023 although parts of it stretched into
early January 2024. Data from IGC was gathered through the online interface hosted by
The Ari  Magnisson Institute  for Icelandic  studies  (accessible  at
https://malheildir.arnastofnun.is/). Twitter material was obtained via the R-package
academictwitteR (Barrie & Ho 2021) by sending requests to the Twitter API version 2, for
which | obtained an academic license in early 2021. The license remained active until
March 2023. All initial data annotation and cleaning was done using Microsoft Excel
(version 2308, Microsoft Corporation 2022). Further data wrangling and arrangement into
time series was done in R (R Core team 2021) and RStudio (Posit team 2023). For each
time series that was constructed, measurements of the propagation of change were
represented by the proportion of innovative variants at each given time as opposed to all
potential variants.

Time series analysis and forecasting was done using R (R Core team 2021) and
RStudio (Posit team 2023) with the package fpp3 (Hyndman 2023) which attaches a
number of additional R packages relevant for forecasting and visualization, e.g., fable
(O’Hara-Wild, Hyndman & Wang 2021) and ggplot2 (Wickham 2016). The forecasting
textbook by Hyndman & Athanasopoulos (2021) was particularly helpful for
understanding and implementing various forecasting methods and for describing how
individual models work. The general forecasting workflow proposed there (and followed

here) included gathering data and data wrangling, making sure the data was in the correct
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time series format, fitting various forecasting models to a training set, testing models on a
test set and producing forecasts. Although there is no single model that is good for every
time series, models in the model families that were used, that is the ETS family and the
ARIMA family, are based on patterns in the time series themselves. It should be noted that
sometimes simple models performed better and were chosen for forecasting, but in other
cases models that rely on picking up trends or simple changes in the data were used. For
further information on forecasting models see Chapter 7. For further information on data

annotation, analysis, and forecasts, see individual case studies in Chapters 8 and 9.

1.4 Structure of the dissertation

The dissertation is divided into two parts. Part | deals with language forecasting in a general
sense. It explains why it should be done (Chapter 2), what exactly can be predicted (Chapter
3), how the forecasting needs to be regular and systematic (Chapter 4), how frequently
individual changes should be documented (Chapter 5), and what sort of patterns might
emerge when language is viewed through time series data (Chapter 6). Part Il presents two
case studies, focusing on variation and change within Modern Icelandic. The first study
(Chapter 8) deals with the grammaticalization of two complex prepositions, i.e., & bak vid
‘behind’ and vid hlidina & ‘next to’. Although grammaticalization of these prepositions has
been briefly mentioned in discussions on Icelandic (Fridjonsson 2004, 2007 and
Rdégnvaldsson 20214, b), the changes have not been adequately documented or discussed
before. The second study (Chapter 9) focuses on changes in subject case marking with the
predicate hlakka til ‘look forward to’, a topic that has been widely discussed in the literature

(e.g., Svavarsdottir 1982; Jonsson & Eythorsson 2003; see further in Chapter 9).
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2 Forecasting as a method to study change

2.1  Problems and pseudo-problems

Interest in language forecasting has existed for a long time, and has primarily been
manifested through casual speculations on the future of a language or a linguistic variant.
Despite this, systematic forecasting has typically been deemed impossible (Keller 1994:72;
Croft 2000:3; for an overview see Sanches-Stockhammer 2015). The reasons for the
negative views vary. They range from language being considered unsuitable for making
predictions, for instance due to its nature or the nature of change (Entwistle 1953:41; Keller
1994:72; Labov 1994:10), to there being too much randomness and too many unknowns
for predictions to be possible (Croft 200:2-3). While some of the reasons may reflect real
problems, others are better described as distractions that unjustly present the goal as
unfathomable.

In this chapter, | briefly review some of the key arguments for why language
forecasting has been regarded as impossible (Section 2.2). | argue that lack of knowledge
and uncertainties regarding the future are invalid reasons for avoiding predictions on
language change, and that it is more fruitful to adopt an optimistic view (Section 2.3). By
actively making predictions on the future development of language, new insights into
processes of language change can be gained. Essentially, language forecasting may be
treated as a method to study change. The future can then be thought of as a playfield for
testing hypotheses and what is generally known about language change (Section 2.4).

Predictions could, for instance, be based on which changes are expected to take place
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within a language or how changes might propagate through a language community. In case
the development turns out to be different than predicted, answers may be sought as to what
went wrong and how future predictions might be improved. Forecasting can thus give rise
to new types of data (in the form of prediction and documentation of change) and provide
new understanding on the process of change. In the end, many of the problems that have
been claimed to make language forecasting impossible turn out to be pseudo-problems that

disappear when forecasting is practiced.

2.2 The pessimist’s view

Several arguments have been raised against language forecasting. While these vary in
nature, they all lead to the conclusion that predicting the future course of a language is
impossible. I name here five such arguments and briefly contextualize them. For a more
optimistic view towards language forecasting, the reader is directed to Section 2.3.

The first argument against the possibility of predicting language change concerns
some basic assumptions regarding the nature of change and the nature of the future. It
seems reasonable to assume that the future will not work in a fundamentally different way
from the present or the past. This view falls under uniformitarianism or the continuity
hypothesis which is widely adopted in historical linguistics although it comes in various
different flavors (e.g., Roberts 2017:338; Bergs 2012; Walkden 2019). In early discussions
on the impossibility of predicting the future of a language the concept is built around the
idea of natural laws and their possible parallels in linguistics. If a general law of nature (in
the scientific sense) holds today, it should also hold tomorrow. This premise prevents the

prediction of a future that is radically different from the present in every aspect. Laws
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impose restrictions on what can happen, and they make sure that predictions are grounded
in stability. In the case of weather forecasting, it must be assumed that physics functions in
fundamentally the same way irrespective of time and place. The question is then, what kind
of laws are appropriate for language change?

One of the major contributions to the study of historical linguistics was the
discovery of regular correspondence of sounds across related languages. An example of
such a correspondence is the First Germanic Sound Shift which is typically stated in three
parts. These are i) Indo-European voiceless stops changed into voiceless fricatives in
Germanic, ii) Indo-European voiced stops became voiceless stops within Germanic, and
iii) Indo-European voiced aspirated stops became voiced stops or fricative. Table 2.1
provides some examples of regular correspondence between two Germanic languages and

Latin, a non-Germanic Indo-European language.

Change Latin Icelandic English
*p > f pater fadir father
*t>0 tres brir three
*k > h cor hjarta heart

Table 2.1. Examples showing regular correspondence between Latin, a non-Germanic
Indo-European language, and two Germanic languages, Icelandic and English.

The First Germanic Sound Shift is often referred to as Grimm's law, relating it to the
German linguist Jacob Grimm (1785-1863) who was the first to discuss it systematically.

The use of the word ‘law’ is particularly noteworthy. Being anachronistic to Grimm, the

term was prominent in discussions of historical linguistics in the 19th century. The

3 The shift had already been pointed out by the Danish linguist Rasmus Christian Rask (1787-1832).
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Neogrammarians famously claimed that sound laws were exceptionless (Osthoff &
Brugmann 1878:XI11):

Aller lautwandel, so weit er mechanisch vor sich geht, vollzieht sich nach

ausnahmslosen gesetzen.

‘[E]very sound change, in as much as it occurs mechanically, takes place

according to laws that admit no exceptions’ (translation from Campbell

2003:92).
Interestingly, the word ‘law’ does not only imply that the changes are exceptionless, but it
also links the study of language to sciences that incorporate the use of laws in theorizing
(Robins 1997:198-199; Campbell 2003:92). However, the laws of language change are not
equal to laws in other fields of study. It is not the case that sound laws must operate at all
times. Instead, they describe trajectories of change that occur at a particular time, in a
particular place, in a particular population. This has been thought to cause problems for
prediction. Entwistle (1953:41), for instance, claims that because the laws “only operate
for a period and then cease to work” predictions cannot be based on them as one simply
does not know when the tendencies will work or cease to work.* Furthermore, even if
common types of changes may be recognized and pointed out, for instance that prepositions
may develop out of nouns (noted by Lehmann 1991:501 to be one of the most common
types of grammaticalization), the knowledge is not predictive in nature. Not all nouns
change into prepositions. For those prepositions that do, the time of change cannot be

known before the change takes place. A dead end, or so it seems.®

4 Although the works of Entwistle have been noted to be dubious, and, in some cases, based on
misunderstanding (Hall 1954), his views on the possibility of predicting change is in line with the views of
later scholars regarding the possibility of prediction.

5 Uniformitarianism may have more in common with general laws of nature than sound laws do.
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A second argument against language forecasting concerns recognizing premises for
change. This point is discussed by Keller, who argues that the problem of predicting change
is not whether laws operate or not, but whether the premises for the laws to operate will be
fulfilled (Keller 1994:72). Importantly, Keller’s (1994) views are grounded in a theory of
change that draws on the metaphor of the invisible hand.

The invisible-hand metaphor, originating with Adam Smith (1776/1970), is
typically used to explain how actions on an individual level may have unintended
consequences on a larger scale. While the consequences may look like they were planned,
they were not. Hence the invisible hand. Applying the invisible-hand metaphor to language,
Keller (1994) argues that language change is an unintended macro-level consequence,
brought about through intentional micro-level actions of individuals. The micro-level
actions serve as explanatory prerequisites for the macro-level outcome. Keller (1994:70)
explains this in terms of the formation of a path across a university lawn. A path emerges
when multiple individuals cross the lawn in the same place. While the individuals may
have certain intentions when crossing (for instance wanting to save time by taking a
shortcut) the path itself is not intended. Rather, it emerges as a consequence of the
cumulative behavior of individuals. An example of a language change could be the
disappearance of a word from a language (Keller 1994:75). If a word stops being used by
speakers of a language, the word will naturally vanish. The problem is that the premises,
which serve as explanatory prerequisites for the change, cannot be predicted. We cannot
foresee why a word should fall into disuse, and therefore we cannot predict the world's
disappearance. Similarly, we cannot know whether a premises for taking a shortcut across

a university lawn will continue to hold or not. Perhaps a fine will be imposed on those who
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cross the lawn, causing people to avoid doing so. The invisible hand theory, according to
Keller, does not provide information on how things will develop. It simply explains how
things have come to be the way they are.

Interestingly, the problem with predicting change for Keller is essentially that
changes are unpredictable because the conditions that are required for them to take place
are themselves unpredictable. Because situations that lead to language change cannot be
foreseen, changes resulting from those situations can also not be foreseen. In fact, this view
seems to be rooted in a real problem of forecasting, namely that predictions involve
statements about the future, and the future is unknowable simply because it has not
happened yet. If this view is maintained in all seriousness, no predictions about the future
whatsoever should be attempted. Another dead end for forecasting. Yet, forecasts have
been made and are being made in fields such as meteorology, economics, and epidemiology
where the imminent future is not certain at all.

The third argument against forecasting can be linked to explanatory causes of
language change. Under this scenario, circumstances that are known to have caused
changes in the past might be hypothesized to cause changes in the future. It has been
pointed out that language contact is often a driving force of language change (e.g,
Thomason 2003). For instance, Icelandic youth are known to consume a fair amount of
media in English, through extensive digital language contact (Sigurjonsdottir &
Rdgnvaldsson 2018; Gudmundsdottir, Sigurjonsdottir & Nowenstein 2022). The extent of
contact is perhaps best reflected in the fact that younger speakers sometimes code switch.
In this situation, one might expect the contact situation to have an effect on Icelandic.

However, according to Thomason (2003:689) even though language contact is a
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precondition for certain types of changes, it is not necessarily a sufficient condition, and
(Thomason 2003:689):

The general conclusion is obvious: as with internally motivated change,

predicting when contact-induced change will occur is at best risky.

As it turns out, a definite causal relationship for changes in Icelandic due to contact with
English have not been proven. Of the number of phenomena surveyed in a recent research
project (MoLiCoDiLaCo, https://molicodilaco.hi.is/), only one was shown to correlate with
the amount of speakers’ exposure to English. This was the decline in the use of the
subjunctive form of predicates. Nevertheless, even in this case it is dubious to infer a causal
relationship between current contact with English and the decline in the use of the
subjunctive form (see Sigurjénsdoéttir & Nowenstein 2021:717). Variation and diminishing
use of the subjunctive has been ongoing for several decades. This is not to say that English
has had no influence on the structure or the use of Icelandic, it is simply that the causal link
has satisfactorily proven. Thus, even though contact plays a role in certain language
changes, Thomason (2003:689) is correct to point out that it is difficult to foresee exactly
which effects language contact might have. A third dead end for forecasting has been
reached. Even in situations which are known to cause changes, the changes themselves
cannot be predicted.

The three arguments presented above can all be more or less linked to predicting
the introduction of a new element into a language. But what if a change is already
underway? Perhaps one could estimate its trajectory or determine when it will be
completed. However, also under this scenario has forecasting been deemed impossible

(Entwistle 1953:41, 53; Bauer 1994:25). The reason lies in the many uncertainties of how
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changes might propagate. Not all changes reach an endpoint. Some changes are reverted
or never properly taken up. This might be due to new speakers failing to acquire the
changes, or due to normative pressures within a society. An example of a sound change
that was actively — and successfully — eradicated via the school system in Iceland, is the
so-called flameli (e. ‘slack-jawed’ speech). The change involves a phonemic merger such
that words like sker ‘isolated rock in the sea’ and skyr ‘skyr, a type of yogurt’ were no
longer distinct in pronunciation. Around 42% of children in Reykjavik had this merger in
1929, but in 1935-39 the percentage had dropped down to 26-30%. A few decades later
the change had been eradicated (Sigurjonsson 1960:98-99). Even in cases where changes
are not actively eradicated, it is difficult to tell whether they will reach their endpoint or
not (although, see Postma 2010 on the trajectory of failed changes). It follows that telling
with any accuracy how quickly a change might proceed is also impossible. The only thing
that can be known with some certainty is what has already happened or what the current
situation is. As noted by Entwistle (1953:53):

No particular development can be predicted, nor, once begun, can its end be

foreseen, but we can give a continuous account of what has happened.
A fourth dead end for language forecasting has been reached.

Further arguments against the possibility of foreseeing change concern how
changes are viewed. For instance, that they are in their nature unpredictable. To quote
Labov (1994:10) “The phenomenon we are studying is irrational, violent, and
unpredictable”. Similarly, Bauer (1994:25) claims that “Diachronic linguistics is not a
predictive science”. If anyone thought the unpredictability was due to lack of knowledge,

even this point has been allegedly refuted. Croft (2000:2-3) suggests that “...even with
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perfect knowledge of the initial state, we would not be able to predict a change” (Croft
2000:3). In fact, he discusses the possibility of predicting language change in terms of two
views (Croft 2000); the optimistic view, where predictions cannot be made because we
simply do not know enough about the state of affairs, and the pessimistic view, according
to which there will always be some unpredictable randomness (some type of chaos) that
makes predicting language change impossible. Croft leans towards the pessimistic view.

Strangely enough, Croft (2000:2) briefly compares language predictions with that
of predictions in other areas, noting that “[i]n all probability we will not be able to make
detailed predictions, any more than historical sciences of natural phenomena, such as
meteorology, astrophysics or geology, are able to do.” It is unclear what he means here by
“detailed predictions”. In any case, he does not mention a crucial difference between these
areas of study. Namely that while forecasting is typically deemed impossible for language
change, it is regularly carried out in the other areas, detailed or not.

An even more pessimistic view towards historical linguistics and prediction is
found in Chomsky and Moro (2022) who claim that the mechanisms of change “remain
essentially beyond our understanding” because changes cannot be predicted. Their view
appears to convey that the ability to make predictions about a phenomenon is intrinsically
linked to understanding that phenomenon. Since, “language changes themselves are almost
unpredictable” (Chomsky & Moro 2022), it follows that the mechanism behind them
cannot be understood. This somewhat odd view suggests that the possibility of forecasting
is closely connected to the nature of the phenomenon under study.

To sum up. Language change has been deemed impossible to predict due to changes

being unpredictable in nature. Even the existence of regularities in change does not
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facilitate predictions under the pessimists’ view. The laws of language change do not
operate in the same way as laws of natural phenomena. They are sometimes active and
sometimes not. Predictions have also been claimed impossible because there is no way of
knowing when preconditions for a change will be met, when a change might start, or if an
ongoing change will continue, come to an end or be reversed. Even with a perfect
knowledge of the state of affairs and factors that might influence change, there will always
be some randomness, some chaos that makes predictions impossible. The outlook seems
rather gloomy. It is almost as if the task at hand has been deemed theoretically impossible

before it has been attempted.

2.3  Reasons for optimism
Despite various scholars having expressed negative views towards the possibility of
predicting language change, the outlook may not be so bleak. In this section, | point out
how the arguments against language forecasting are at best distractions. Before proceeding,
it is fitting to consider the value of an optimistic view. In the words of Andersen (1990:1):
It is often the case, when a certain sort of phenomenon evokes different
attitudes in different observers, that some of these attitudes are more fruitful,
more productive of understanding and insight, and others less so. In the case
at hand, as in many other cases, there is no doubt that the optimists have
contributed more than the skeptics or the pessimists; and no wonder: the
optimists have after all accepted at face value observations that are in need
of explanation and thus represent an intellectual challenge.

Although Andersen is mostly concerned with the structure of drift, it is easy to see how his

comment might apply to forecasting.® That is to say, if a pessimistic view is adopted and

& The concept of drift originated with Sapir (1941) who inter alia uses it to describe a gradual change in
language that, in the long run, seems to have a direction. Recently, the concept has been used in a more
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things are deemed impossible, no progress will be made — not because progress is
impossible, but because no attempts are made towards making progress. If, however, a
more optimistic view is embraced, there is a chance (no matter how small it may be) that
advancement can be made. This is the view adopted here.

Briefly summarizing the arguments discussed in Section 2.2, these involved
predictions being regarded impossible due the five following factors: i) laws of language
change are different from laws in the natural sciences, ii) premises for change cannot be
predicted and therefore change cannot be predicted, iii) situations that have been known to
lead to change are not informative on whether there will be a change or not, nor what kind
of change might take place, iv) even if a change has started occurring, we cannot know if
it will continue or be reversed, and v) there is simply too much randomness in language
change for forecasting ever to be possible, even if we knew everything about a certain
language at a particular point in time.

The claim that language change is unpredictable due to laws of change operating in
different ways from laws in other sciences is at best misleading. The notion of ‘laws’ was
originally meant to evoke parallels between the study of language and the study of natural
sciences (Campbell 2003:92). They were not necessarily meant to suggest that some
change or the other must always be operating. Rather, they capture regularities of change
and reflect general tendencies. Fixating on the concept of ‘law’ is pointless if the goal is to
figure out a constant in how language must always function. In this case, one should rather
look towards a general form of uniformitarianism, the idea that language operates in

fundamentally the same way at all times (e.g., Roberts 2017).

specific sense, i.e., for “any source of unbiased stochasticity, or sampling error, in the acquisition, processing,
or production of language” (Ventura et al. 2022:2-3).
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As discussed in detail by Walkden (2019:11), “uniformitarianism as understood in
linguistics is not itself a uniform notion” but may be manifested in various ways. One such
is uniformity of state which assumes that languages of the past are no different from
languages of the present in any fundamental way. This view provides a basic premise that
language will not function in a completely different way at different time periods.
Typically, the view is tacitly assumed. Without it, different stages of a language could not
be compared as one could not guarantee that the comparison was justifiable. Thus,
uniformitarianism provides a convenient expectation towards language always operating
in the same way, even in the future (although, see Bergs 2012; De Smet & Van de Velde
2017 for limitations and pitfalls of assuming strong uniformitarianism). Whether the word
‘law’ figures in or not is simply irrelevant.

Turning to the second point, namely that change cannot be predicted because the
premises for a change cannot be predicted,’ this too can be said to be misleading. In fact,
the view seems to involve an intentional misinterpretation of the nature of forecasting. To
be sure, it is not possible to know the future simply because the future has not happened
yet. However, the goal of forecasting is not to know, but to make an informed “guess” (a
prediction) about what the future might look like. Whether the guess turns out to be correct
or not is another matter. Distinguishing between predictions and actual outcomes is
tremendously important. It may even be claimed that the lack of differentiating between
the two is the reason for language forecasting being deemed impossible. The fact that we
cannot know with certainty what will happen acts as a barrier for making predictions.

Simply put, fear of failure prevents forecasting.

" The premises in this context can be understood as a necessary but not sufficient condition for a change to
occur.
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Once a distinction has been made between a prediction and what the actual state of
affairs turns out to be, a fresh perspective on forecasting can be obtained. Although
predictions should ideally turn out to be correct, failure is not necessarily bad. Incorrect
and inaccurate predictions can lead to revaluation or reassessment of various factors that
were taken into consideration in generating the predictions. Keeping this in mind,
arguments (iii)—(v) above seem to evaporate.

While situations that have given rise to changes in the past do not guarantee that
changes will take place in similar situations the future (cf. Thomason 2003:689 on language
contact), they nevertheless generate certain expectations towards what can happen. In the
case of language contact, we might expect structures and patterns to be replicated from the
source language into the target language (e.g., Matras & Sakel 2007). An instance of such
replication in Icelandic is the farewell term hafdu gédan dag ‘have a nice day” which has
been claimed to be a loan translation from English (Sigurdardottir 2019-2020). Although
foreign influence was pointed out after the change took place, it stands to reason to assume
that this similar type of change could be triggered in other contact situations. More
generally, situations known to trigger change can provide hints as to what to keep an eye
out for.

Once changes have started taking place, it may be hard to tell with certainty how
they will proceed. Will they catch on and propagate through the community, remain stable
for an extended period of time, or will they halt and disappear? Contrary to what has been
claimed (see Section 2.2), the uncertainties do not prevent predictions. Expectations
towards trajectories of change may serve as a baseline for hypothesizing about the future.

Furthermore, if an ongoing trend has been noticed, it is unlikely that it will come to a
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sudden halt. Making predictions based on what has been observed to have occurred in the
past allows for evaluation on how well the tendencies are understood. When predictions do
not turn out as expected, explanations need to be sought. This may prompt further
investigation into what causes certain developments or trajectories or even result in a new
type of data needing to be gathered.

The final point, Croft’s (2000:2—-3) pessimistic view that even though we knew
everything, there is too much randomness in change for making predictions, is also trivial.
While randomness may exist in all processes, it does not prevent forecasting. In fact, some
types of randomness can be factored into formal models and accounted for. They are
foreseeable up to a certain extent and may be reflected in prediction intervals in forecasts,
i.e., the lightly colored area around the point forecast. For example, if a temperature is
predicted to be 15 °C (the point forecast) it is not surprising if it turns out to be a degree
higher or lower in the area, reflecting minor uncertainties.

A second type of randomness involves real world events and factors that were not
accounted for in the forecast. Of the more catastrophic nature are events such as epidemics,
invasions, economical crashes, and mass migrations, all of which can affect the
phenomenon one is interested in. As these are typically not foreseeable and do not occur
regularly, there is no need to dwell on them here.® Other factors that can contribute to
randomness are those that were incorrectly accounted for in a forecast or not taken into

consideration when they should have. These might include the role of language acquisition

8 While seemingly unpredictable, these types of events do not always occur completely out of the blue.
Rather, they may have precursors that can be identified. Emigration, for instance, may be related to factors
such as population size, level of education, status of the economy, employment opportunities, and the
possibility for the emigrants to keep some aspects of their language or culture (see e.g., Hatton & Williamson
1998).
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(Paul 1886; Andersen 1973; Lightfoot 1979 among others), social aspects such as gender
and class (Labov 1966, 1990), the prestige of the variants under study and views toward
individuals who use them, spoken and written language contact (Thomason 2003; Curzan
2009:1093-1094; Lavidas 2021), language standardization (Haugen 1966; Ammon 2015;
on the standardization of Icelandic see Arnason 2002; Kristinsson 2019; on the loss of
linguistic features due to standardization see Kikusawa 2012), and linguistic purism
prescriptivism (Thomas 1991; Kristinsson 2006, 2007). Although these often figure in
literature on language change, it can be difficult to foresee their effect (see discussion in
Section 2.2) or formally account for them in forecasting. This does, of course, not mean
that predictions cannot be made w.r.t these phenomena. It simply means that there is a lot
to be learned about their effects and how they can be used in predictions. Instead of taking
the stance that too little is known for language forecasting to be possible, a better strategy
might be to start off from what is known and work from there. Perhaps forecasting can be
used to gain more insight into these phenomena. Trials and errors in the area of forecasting
might lead to better understanding of the whole process.

To conclude, there is no need to know everything in order to make predictions nor
is there a need to accurately foresee everything. Forecasting is not about knowing what will
happen. It is about making predictions on what might happen or what is likely to happen.
Forecasting can be viewed as complementary to hindcasting. The latter focuses on making
accurate predictions for an already known situation, while the former focuses on predicting
unknown situations. Under this view, a new perspective on the study of language change

can be obtained.
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2.4 A new perspective on language change

Once a clear distinction has been made between a likely future (a prediction) and the true
future (how things turn out), it is possible to view forecasting as a method to study change.
Needless to say, the question arises what kind of insight it gives into the language change
and how it fits in with other ways of studying language.

The study of language is traditionally divided up into synchronic and historical
linguistics (de Saussure 1916/1959:79-83; for a brief overview see Sanchez-Stockhammer
2015). While synchronic linguistics deals with the structure of a particular language at a
certain point in time, historical linguistics tends to focus on previous states of a language,
relying on historical documentation and comparative evidence. Adding predictions for the
future means adding a third dimension, i.e., the future. Sanchez-Stockhammer (2015), who
discusses the possibility of forecasting, represents the three dimensions (language of the
past, present and future) as in Figure 2.1. She furthermore suggests that what is currently
known about language change might serve as a basis for making predictions. In her words,
“it may be possible to extrapolate from the findings about the present and the past”

(Sanchez-Stockhammer 2015).

Past Present Future

Period covered by
historical linguistics

Period covered by synchronic
present-day linguistics

Figure 2.1. The period covered by historical linguistics is generally thought to stretch from
the present back into the past. Synchronic linguistics, on the other hand, mostly focus on
the present (from Sanchez-Stockhammer 2015).
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Despite optimistic views, Sanchez-Stockhammer (2015) does not propose any concrete
methods for how to approach the task at hand. In a review of her paper,® Schneider (2018)
notes that the question whether forecasting is actually possible remains to be answered
properly, but points out that “a few promising steps towards an answer” (Schneider 2018)
have been taken.

To better understand the challenges of forecasting and how prior knowledge of
historical linguistics can be of use in making forecasts, it is worth taking a second look at
the three relevant points in time, the past, present and future, and observe how language

change can be investigated by referring to or moving between these points in time, cf.

Figure 2.2.
past present future
reconstruction
hindcast forecast
past state present state future state
of a language of a language of a language

Figure 2.2. Reconstruction is when an unknown state of language is reconstructed from a
known state, i.e., either the present or a known past. Predicting a known state of language,
such as the present, from a known past can be referred to as hindcasting. Forecasting
involves a prediction about a future state of a language.

% Sanchez-Stocammer’s paper originally served as an introduction to a workshop at the 3" ISLE (The
International Society for the Linguistics of English) conference in 2014. The theme of the workshop was the
possibility of predicting language changes. Papers presented in the workshop were eventually published
together online. Schneider (2018) reviews the whole collection of papers, not just Sanchez-Stockhammer.
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The most obvious way in which language change can be studied involves comparing a
present state of a language to a known past state. This may be done in order to uncover
which changes have taken place within a given language. Certain morphological forms in
Old Icelandic (ca. 1100-1540) can, for instance, be systematically compared to
corresponding forms in Modern Icelandic (1540 onwards). By observing Old Icelandic
nominative singular forms like hestr ‘horse’ and the Modern Icelandic counterpart hestur,
one can infer that an u-insertion (Ice. u-innskot) has taken place between the two stages
(for an overview of changes from Old to Modern Icelandic see e.g., Noreen 1923; Karlsson
2000; Bernhardsson 2016). It is worth noting that changes are typically only discovered
after they have taken place (Hockett 1958:444-445) and it is then that the condition for
them can be identified. Knowledge that has been gained from observing changes and
reconstruing conditions for them has provided valuable insight into ongoing changes in
contemporary languages. In fact, it is through having identified changes in the past that
ongoing changes may be recognized.

A second way in which changes can be studied is through reconstruction. This
involves making inferences about a lesser known (or unknown) past through comparative
evidence from a known past or a known present. The comparative evidence can be in the
form of cognate words from related languages or in the form of related words and structures
within the same language. For example, on the basis of the word snjor ‘snow’ in Old (and
Modern) Icelandic and its cognates in Old Swedish snior, Old English snaw, and Gothic
snaiws, the Proto-Germanic form can be reconstructed as *snaigwa-z (Magnusson 1989
s.v.). In Figure 2.2, reconstruction is represented by a dotted line going from the present

into the past.
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A third way to study changes also involves moving from the past into the present.
Modeling trajectories that gave rise to a known present (or a known past) is commonly
referred to as hindcasting, retro predicting or backtesting. Backtesting can be used to test
forecasting models before true predictions are generated. If a model gives less than optimal
results through backtesting, it will likely perform poorly in true forecasting situations.®
Although forecasting has not been systematically practiced in linguistics, backtesting has
been attempted with promising results (Van de Velde, 2017). Van de Velde (2017) and
Nijs and Van de Velde (under review) have, for instance, shown that by fitting an S-curve
model to historical data it may be possible to make time-dependent predictions about the
trajectory of a language change.

The fourth way of studying language change is to use what is already known about
the topic and hypothesize what a future state of a language might look like. This falls under
forecasting (see Figure 2.2). Despite views towards forecasting having been rather
pessimistic (see Section 2.2), some attempts have been made, typically resulting in vague
predictions or general statements about the future of a relevant language (see overview in
Sanchez-Stockhammer 2015, and discussion in Chapter 5). As of yet, forecasting is a
highly understudied area within linguistics that has great potential.

When attempting predictions, it is useful to start with something that is already
known. In the case of language, it is safe to say that changes are never completely random.
Observed regularities have been captured in various ways, for instance through the notion

of laws of change (Osthoff & Brugmann 1878) or through paths of grammaticalization

10 This does not need to be the case. A model might perform sub-optimally for a known situation but still
manage to predict the future semi-accurately. Similarly, a model that performs extremely well for a known
situation is not guaranteed to perform well for future predictions.
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(e.g., Hopper & Traugott 2003). In short, there appears to be a structure to the way in which
languages change (see discussion in Andersen 1990). Despite this, there is a slight problem.
Language change tends to only be identified and discussed after it has taken place (Hockett
1958:444-445) and any reason for why or how it took place is generally reconstrued
thereupon. There are disadvantages to only investigating changes after they have taken
place as causative and explanations cannot be properly tested. Furthermore, there is no way
of knowing if all relevant information has been taken into consideration or not. Putting it
metaphorically: While evidence of various types can be connected in order to provide a
holistic picture of what has happened, it can be difficult to evaluate whether everything
was correctly puzzled together or even if all relevant factors were taken into consideration.
Changes and explanations for them need to be — and are — constantly being reevaluated.
Forecasting offers a way to do so. The future can be treated as a playfield for testing
assumptions about language change, leading to better understanding of the factors at play.
The question is then where to start?

Forecasting necessarily requires some understanding of where to look for signs that
indicate what the future may hold. In the case of language change, this must be in the form
of concrete data as well as methods that provide guidance in how to handle the data. Since
forecasting has not been systematically practiced in linguistics, there is little understanding
of what kind of data is best for this purpose. However, this is not a serious problem. Instead
of waiting for the perfect type of data to appear, one may simply set out to systematically
gather (or generate) data believed to be suitable. Worst case scenario, a better

understanding will be gained of what is needed to make good predictions.
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Once appropriate data has been obtained, questions and suitable methods for
generating predictions can be applied. Potential questions may include extrapolating
patterns of change into the future, attempting to predict how quickly changes might take
place or hypothesize about which changes might take place in a given situation.
Experimenting with causality, i.e., which factors influence change, is also possible. Note
that whichever questions are tackled, and whichever methods are used, the results will lead
to novel types of data for historical linguistics in the form of predictions.

Aside from obtaining new types of data, both in the form of predictions and
systematically gathered data for forecasting, much can be learned about language change
through making predictions about the future. The results from such investigations can, in
turn, lead to better understanding of changes that have already taken place in the past. They
may even contribute towards how reconstructions are done or how quickly changes are
thought to take place under different conditions. Simply put, forecasting has the potential
of generating knowledge that can feed into traditional studies of change. In case predictions
are not born out, they may evoke new questions and prompt an investigation into why a
change followed the path it did. Forecasting is thus not only a method to study what could
happen in the future (cf. Sanchez-Stockhammer’s 2015 discussion on future linguistics),
but it can also provide insight into the past.

Essentially, language forecasting need not be treated all that differently from other
types of predictions in linguistics. These include predictions such as what kind of structures
are thought to exist (or not exist) given a certain framework of study, which phonetic
category a sound belongs to, or which morphological rules are active in such-and-such

situations. In all these cases, incorrect predictions help refine the approach or the analysis.
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There is no reason to think that this should work differently for language change and
forecasting.

Notwithstanding there being some similarities between language forecasting and
other types of predictions in linguistics, it is worth noting that the nature of the former is
slightly different from the nature of the latter. While forecasting is essentially time-
dependent, time is usually not crucial to other types of predictions in linguistics.* Put
slightly differently, when predicting the phonological category of a sound or whether a
syntactic structure exists in a language or not, the predictions typically do not depend on
the time of day or whether things were uttered yesterday or today or will be uttered
tomorrow or even next year. These types of predictions are not proven or disproven with
reference to time, and that makes them different from forecasts. The fact that the truth lies
in the future does not affect the usefulness of forecasting. It might simply mean that
progress in the area might be slower as predictions cannot be verified right away.

Demonstrating briefly that forecasting is feasible, it suffices to mention that
researchers have already started looking into how trajectories and paths of change might
be used in making predictions on language change (cf. Nevalainen 2015; Van de Velde
2017). As of yet, these methods have mostly been used for backtesting, but they have
already resulted in new methodological knowledge for studying change and new
knowledge on the nature of the data used.

Finally, it is worth mentioning how diachronic studies, either through forecasting

or by other means, are relevant for synchronic ones. For instance, it has been argued that

11 am not claiming that time is of no importance in other areas of predictions in linguistics. There is always
some kind of idea of a current state of language, previous state of language etc.
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any restrictions on possible synchronic patterns must, at least to some extent, be linked to
diachrony and the result of language change (see for instance Aristar 1991; Blevins 2006).
Diachronic linguistics thus has a lot to offer when it comes to accounting for attested
linguistic patterns and how common or uncommon they may be. Instead of patterns only
being attributed to factors such as universal grammar or cognitive biases, history may also
play a role. The separation between synchrony and diachrony, as suggested by de Saussure

(1916/1959:79-83), may not be as important as often claimed.*?

2.5  The outlook

It is safe to say that the outlook for language forecasting is not as poor as it has sometimes
been claimed (cf. discussion in Section 2.2), and, by adopting an optimistic view (cf.
discussion in Section 2.3), there are reasons to believe that it can and should be done (cf.
discussion in Section 2.4).

Once a distinction has been made between predictions and true outcomes, language
forecasting is both achievable and theoretically feasible. It may even be viewed as a new
method for studying change. The starting point is, of course, knowledge that has already
been gained. For instance, that there are regularities in language change that can be
captured. Directionality is often observed, and even in circumstances where it is unclear
whether any change will take place or whether an ongoing change will continue on the
same path, there are restrictions on what can happen and how quickly things can happen.

By using the future as a “playfield”, assumptions and expectations towards change can be

12 paul Kiparsky (2019) brought up the importance of historical linguistics in a plenary talk given at NELS
in 2019, noting that historical linguistics have implications for the study of language synchronically.
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tested and, consequently, more knowledge gained in the areas of language forecasting and
language change.

Since there is no tradition of forecasting in linguistics, it is currently not well
understood what type of data is most suitable for the task. A considerable amount of
language data is accessible through multiple online corpora, in scientific studies on
language and on the internet, to name only a few sources. However, data has never been
systematically gathered specifically for forecasting. Simply by attempting to make
predictions on language change, a better understanding will be gained of the type of data
needed for such a task. Forecasting can also put pressure on figuring out how to best
quantify phenomena that influence change, leading to better overall documentation of
language changes and processes at play.

Aside from learning about which kind of data is suitable for making predictions
about the future, forecasting can provide novel information on the mechanisms of change.
Knowledge that has been gained about changes in the past and the present has led to certain
expectations on how changes should work. These expectations can be turned into
hypotheses that can be tested through forecasting. The results could shed new light on
changes in the past. Additionally, further information might be gained on propagation of
change through a community of speakers, whether it always follows the same pattern or
not, how quickly a change might be completed, and which factors affect language change.
The information obtained through forecasting might feed into other areas of historical
linguistics, e.g., what is known about rate of change, reconstruction, phylogenetics and

language planning, to name a few.
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Inaccurate forecasts may turn out to be both informative and useful. Ideally, an
incorrect forecast should allow for re-evaluation. They should hold some clues as to
figuring out why the predictions were wrong. With a systematic approach to forecasting,
failure might be attributed to at least three different factors: i) the data that was used, ii) the
forecasting model, and iii) randomness. Failure on the level of the data includes bad use of
attested data, missing data and data that was not included in the model (or factored into the
prediction). Problems with the model might involve an incorrect model being selected or
changes in the premises for using a particular model. Perhaps a particular model fit the
original data well, but as soon as more data was added the fit turned out to be sub-optimal.
Finally, there might have been more randomness than originally estimated, or perhaps
something happened that was not foreseen. Importantly, none of these need to prevent
forecasting. While predictions may go wrong, much is to be gained in the domain of
knowledge. Essentially, it is possible to learn about the future by studying the past and to

learn about the past by studying the future.
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3 Defining what to predict

3.1 Contextualizing the task

Language can be viewed as a complex system, manifested through the rule-governed
behavior of individuals (see Searle 1969:12 on language as rule-governed behavior).
Investigating this system is not straightforward as multiple factors may need to be taken
into consideration.!® In order for language forecasting to be useful in the sense laid out in
Chapter 2, a systematic breakdown of the task is appropriate, including defining what the
target of study is and which aspects of language can be predicted. A further consideration
pertains to which kind of data is appropriate for the forecasting task. This is the goal of the
current chapter.

Starting by distinguishing between internal and external language (I-language and
E-language for short), Section 3.2 raises the question which one language forecasting
should focus on. In theory, either one might be the target of predictions although this
depends somewhat on what the exact goal of the forecast is and which kinds of data can be
used to reach that goal. Naturally, different data provide different insights into language
and change. Although data that is carefully generated with specific questions in mind
(termed here specialized language data) tend to give the most holistic picture of a
phenomenon that is being studied, such data may often be difficult or even impossible to

obtain, especially when dealing with past stages of language. In these cases, data that exists

13 To name only a few, these might include carefully framing what is being studied, explaining whether or
how the phenomenon under investigation interacts with other aspects of language, or looking into variation
among speakers and under what conditions such variation may arise.
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independently of studies on language (referred to here as convenient (E-)language data)
must suffice. While convenient language data leaves much to be desired, it is nevertheless
an important source of information and sometimes the only source.

Transitioning from I-language, E-language, and various types of data to what it
means to forecast language change, Section 3.3 deals with definitions of change and how
the concept has been used to refer to both innovation and propagation. While it may seem
logical to connect innovations with individuals and I-languages as is commonly done in
mentalists approaches to language change individuals are necessarily always a part of a
larger population and it can be beneficial to treat them as such in the context of forecasting.

Focusing on manifestations of language in a population, it can be claimed that

language forecasting should be concerned with the following question:

(3.1) Forecasting question (to be revised in Chapter 4)

What will the situation x, of a phenomenon p be in the future?

The question in (3.1) can be approached in multiple ways, depending on types of changes
one is interested in predicting, whether the focus is on language in an abstract sense or as
a collection of attested utterances produced by a population, and whether we are concerned
with a single individual or a population of speakers. As an example, one might ask how
many individuals would accept a particular structure at a given time in the future, or
hypothesize how frequently a particular structure is likely to appear in attested utterances
at some time or other in the future. Furthermore, the concept of phenomenon in (3.1) may

refer to different features of grammar and different layers of language change. It can, for
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instance, concern some aspect of a language system as a whole such as whether a language
is analytic or synthetic or whether it uses prepositions or postpositions; it may also refer to
a specific structure or variation within the language, for instance case marking with a
particular predicate or a group of predicates. The various layers of change that predictions
can be made about are discussed in Section 3.4.

Note that the current chapter is not so much about arguing for a single correct way
of approaching language change or language forecasting. Rather, it highlights how a
forecasting task may be affected by choices such as type of data used, whether the focus is
on language change on an individual or a population level, and on which aspects of
language change the predictions are intended to cover. Section 3.5 summarizes these

factors and provides a reasonable path which might be pursued going forward.

3.2 Internal and external language

The distinction between internal mental grammar (I-language) and external language (E-
language) features prominently in studies on language, especially in the context of syntax.
Roughly speaking, the former refers to an abstract system which is capable of generating
grammatical structures while the latter applies to whichever structures or output is
generated. Although the distinction between mental grammar and external language is in
principle already found in the writings of von Humboldt and de Saussure (Robins
1979:175), it is more commonly associated with Generative approaches to language, where
a great emphasis has been laid on the study of language competence rather than
performance (see for instance Chomsky 1965, 1986). Within the area of diachronic syntax

much of the discussion has focused on problems related to abstract grammars of the past
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and the (im)possibility of syntactic reconstruction (e.g., Watkins 1976; Lightfoot
1979:154-166, 2002; Walkden 2014; for an overview of issues and approaches to syntactic
reconstruction see Eythorsson & Barddal 2016).

In light of the distinction between internal and external language, the question arises
which one language forecasting should be concerned with. On the one hand, it is possible
to make predictions about representations of language in the mind, including restrictions
and flexibility of future I-languages, categorical boundaries in phonology or word-
boundaries in morphosyntax, to name only a few. On the other hand, focusing on likely
utterances in the future might be a viable option. Arguably both questions are of interest,
and it is worth considering types of data accessible to serve as a basis for forecasting.

The focus on language as an abstract system in the mind of speakers, especially in
the area of syntax, has given rise to considerable amount of linguistic data in the form of
grammaticality judgments. While many structures tend to be judged either clearly
acceptable or unacceptable, others fall into the gray area somewhere between the two. In
theory, the judgments reflect some properties of the mental grammar of individuals, for
instance showing how individuals impose categorization that “appears to correspond with
the grammatical/ungrammatical distinction” (Sprouse 2007b:124, 2007a). In reality, these
judgments may reflect complex statistical facts about types of utterances individuals are
exposed to and expect (Bresnan 2007a, 2007b). The examples in (3.2) show how the
expletive pad in Modern Icelandic can only occur clause-initially (3.2a) and is considered

ungrammatical clause-internally (3.2b) (for an overview see Thrainsson 2007:309-313).
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3.2) a pad kom til min  draugur i geer.
EXPL came to me  ghost yesterday

‘A ghost came to me yesterday.’

b. [ geer kom  (*pad) til min  draugur.
yesterday came EXPL to me  ghost

‘Yesterday, a ghost came to me.’

Grammaticality judgments as in (3.2) provide an interesting piece of evidence for the study
of language variation and change as they reflect which structures can and cannot be
produced by speakers. The judgments can differ across time and space so that structures
considered grammatical by speakers at one point in time will not necessarily be considered
grammatical by speakers at a different point in time and vice versa. Although it is difficult
to verify this with absolute certainty, it seems reasonable to assume that examples like
(3.2a) were ungrammatical in Old Icelandic, based on the fact that the earliest attested
examples of expletive pad are found in texts in the 16th and 17th centuries (Rognvaldsson
2002; Eythdrsson & Sigurdardottir 2016; for a different view see Booth 2018, 2019, 2020).
Grammatical judgments may thus offer an insight into differences in I-languages of
individuals at different points in time and provide clues about directionality of changes.
Grammaticality judgments are not the only type of data generated specifically in
the context of studying language. Experimental data from perception and production tasks

can also provide valuable insight.}* For perception tasks, speakers might be required to

14 The goal here is not to provide an exhaustive list of all possible types of studies that can generate data
relevant for questions tied to specific linguistic phenomena.
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complete tasks where information can be gathered on how they perceive a certain input.
The tasks may focus on anything from categorical perception of sounds to assigning
meaning to utterances or parsing syntactic structures. Production tasks might require
participants to produce target utterances or structures, for instance through fill-in-the-
blanks tasks which have been prominent studies of subject case marking in Icelandic (e.g.,
in the following studies: Svavarsdottir 1982; Jonsson & Eythdrsson 2003; Thrainsson et al.
2013). The type of data generated through experiments specifically for the study of
language might be termed specialized language data and they can target either language in
the mind (I-language) or focus on generated output (E-language).

Despite providing unique information on language related phenomena, especially
synchronically, using specialized language data in diachronic studies of language presents
several problems. First, taking older stages of a language into account, it is not possible to
access data that reflects what was an impossible utterance according to previous
generations. Provided a language has rich documentation, something can be said about
types of grammatical utterances during a given period. For instance, take the Old Icelandic
example in (3.3) which is from Snorri’s Edda (preserved in a manuscript from around
c1300-1350). Note the neuter, singular pronoun pad ‘it’ which appears clause-initially and

presumably refers cataphorically to the following infinitival clause.
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(33) Pad wvar eitt sinn er hin reid ad vanir nokkrir

it was one time when she rode that vanir some
sa reio  hennar i loftinu.
saw  riding hers in the.air

‘One time it occurred, when she was riding, that some vanir saw her riding in the

air.” (Snorra Edda (Gylfaginning), Ch. 35)

The neuter singular pronoun pad is homonymous with the non-referential expletive pad
found in Modern Icelandic. Although it is standardly assumed that the expletive pad
emerged in the 16th to 17th century (Rognvaldsson 2002; Eythorsson & Sigurdardottir
2016), Rognvaldsson (2002) claims that examples of the type in (3.3) suggests a stage
between a referential pronoun and an expletive. A similar view is adopted in the work of
Booth (2018, 2019, 2020). In case pad in (3.3) is taken to be an expletive, there is a need
to explain why expletives are not used in other contexts in written records from the same
time period. One might claim that such structures were indeed possible in Old Icelandic,
but they happened to be never written down. On this view there would be little or no
difference between Modern Icelandic and Old Icelandic grammars when it comes to
expletives and whether the mental grammar of individuals allowed for them or not. The
only difference would be that they happened to occur more often in attested language data
in Modern Icelandic than Old Icelandic. Alternatively, pad in (3.3) can be taken as a
referential pronoun and structures with unambiguous expletives as in (3.4) might be

assumed to have been ungrammatical in Old Icelandic.
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(3.4) A hypothetical grammaticality judgment for Old Icelandic
*pad kom til min  draugur i geer
it came to me  ghost yesterday

‘A ghost visited me yesterday.’

Setting aside the impossibility of obtaining information on ungrammatical structure for
past stages of languages, one might claim that generating such knowledge for present and
future states of language is perfectly doable and reasonable. As one moves forward in time
it should be possible to repeatedly conduct studies that generate specialized language data
targeting a phenomenon one is interested in. However, generating specialized language
data can be quite time consuming, especially when factoring in designs of experiments,
and the time it takes to carry them out and processing the results. In the context of
diachrony, using specialized language data imposes restrictions on how often it is realistic
to repeatedly gather data. Often studies are not repeated, or when they are repeated it is not
at regular time intervals. This can lead to problems related to sampling frequencies and the
documentation of variation and change through time (see further discussion in Chapter 5).

Specialized language data can be contrasted with data that exists independently of
language studies. These might be referred to as convenient (E-)language data and they can
be in the form of natural spoken language, written material, or recordings. Naturally, the
availability of spoken, written or recorded language depends heavily on which language is
being studied as well as which state (past, present and future) of the language one is
interested in. The availability of material will necessarily restrict possible forecasting

questions.
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Since convenient E-language data does not provide information about what the
grammar of individuals cannot do, one might ask whether such data gives an adequate
picture of language in the context of change. The answer is not simple. While it may offer
a somewhat limited view on certain phenomena, it does indicate which utterances
individuals can or might say, as attested data must be generated in accordance with
someone’s mental grammar.'® Making predictions about future utterances (E-language) is
therefore both reasonable and feasible. Such predictions entail postulating features about
individuals' I-language. Furthermore, these types of predictions can be quite easily verified
as one would only have to reference convenient E-language data to confirm or disprove
that the relevant utterances are indeed being produced.

Making predictions on future E-language utterances does not exclude the option of
making predictions on future I-languages. Under this scenario, predictions might concern
which structure and utterances would be grammatical or ungrammatical at various times in
the future. However, verifying these types of predictions might be more difficult than
verifying predictions about future E-language, especially if the predictions concern
ungrammatical structures. In the case one predicts a certain structure to be ungrammatical,
the first step in verifying the prediction would be to observe attested data at the relevant
point of time in the future. If the structure turns out to be attested, the prediction can be
claimed to be incorrect. If, however, the structure turns out not to be attested it is not
possible to immediately conclude that the prediction was born out. Rather, one would have

to verify the correctness of the prediction by asking speakers for grammaticality judgments.

15 Attested utterances and structures may, of course, have some errors in them. In case there is a doubt as to
whether something should count as an “error” (presumed ungrammatical), one must make an informed stand
on the matter and decide whether to view it as real data or not.
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The reason for this is that a linguistic feature may be grammatical without ever happening
to be produced.

Without arguing against predictions being made about I-languages of the future, it
might be noted that predictions about utterances in the future are likely to be more easily

verified than predictions about mental grammars in the future.

3.3  Change on the individual and the population level

Previous literature tends to make a distinction between two ways in which the word change
is used. First, it can refer to the introduction of a new linguistic feature (often called either
change or innovation) in one or more individuals. Second, it may be used to cover the
spread of (sometimes called diffusion or propagation), or the disappearance of a particular
feature within a given population (e.g. Milroy & Milroy 1985:347-348; Lass, 1997; Croft
2000).

Language change in the former sense, i.e., as an introduction of a new linguistic
feature (or speaker innovation in the sense of Milroy & Milroy 1985:347-348), can be
thought of as originating in the mental grammar (the I-language) of an individual during
language acquisition (Andersen 1973; Lightfoot 1979). What happens is that the individual
forms their mental grammar on the basis of available linguistic data (E-language) in their
surroundings. Since the learner does not have direct access to the mental grammars of other
language users, the individual’s new mental grammar will be different in some respects
(this being the basis for definitions of change see e.g. Hale 2007 who defines change as the
set of differences between the new grammar and the source grammar). The new abstract

grammar of the individual may then be able to produce novel output, a structure or a feature
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which was not attested in the input language and does not conform to the grammar of the
previous generation. Figure 3.1, adopted from Andersen 1973:767, illustrates how an

individual’s mental grammar is formed on the basis of the output of a previous generation.

Grammar 1 Grammar 2

Output 1 Output 2

Figure 3.1. Transmission of grammar takes place indirectly in that grammar of a new
generation (Grammar 2) is formed on the basis of utterances (Output 1) of a previous
generation (see Andersen 1973:767).

Since there is no guarantee that individuals will produce all the structures that their internal
grammar allows for, there may be a gap between a change being attested in an individual’s
I-language and the E-language of the whole population. A prediction focusing on
innovation might either try to predict the existence of a speaker that can produce an
innovative feature or predict the existence of a speaker that does produce an innovative
feature. Typically, for the study of language change, one may be interested in identifying
the first few instances of a novel feature, acknowledging that they are linked to change on

the level of the individual, i.e., there must have been some individual that used language in
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an innovative way. However, as soon as there is more than one individual using a particular
innovative feature, the second way in which the concept change is used becomes relevant.

The second sense in which the concept change is used is to refer to the propagation
of a novel linguistic feature through a language community (Milroy & Milroy 1985 refer
to this as linguistic change). In this case, a deviation from the standard language'® may first
be observed sporadically in written or spoken language by one or more individuals. Next,
the new variant gains ground within the language community at the cost of an older variety
which was previously used. Eventually the new variant becomes a part of the standard
language, and the older variant disappears. This type of change might be considered to take
place at the level of the population as opposed to at the level of the individual.

The difference between focusing on individuals versus population is large enough
to matter for language forecasting as it determines whether one tries to make a prediction
about what a given speaker might do in the future versus what the language community,
treated as a whole, might do in the future. There is, of course, an overlap between making
predictions on individual and the population level. A given population necessarily consists
of multiple individual speakers. Therefore, whatever the individual speaker produces (or
can produce) is part of what the community as a whole produces (or can produce).

Treating individuals as individuals that make up a population gives rise to a
complex synchronic and diachronic picture. As depicted in Figure 3.2, which is a snapshot

of a hypothetical language community at a particular point in time, each individual has

16 The term standard language is simply used here to refer to a language feature (or a construction) that is
generally accepted and widely used within a language community. Language standard may emerge through
active language planning in combination with various social forces, such as how the language is written, who
is considered a model speaker, who has the power to correct language use, and whether the community
generally accepts relevant linguistic features (e.g., Haugen 1966; Ammon 2015; Arnason 2003; Kristinsson
2019). A language standard may be strengthened by official guidelines on how the language should be written
and what is considered “good” or “appropriate” language use.
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their own mental grammar and produces an output that ends up being a part of all attested
utterances in the community. Keeping track of individuals as individuals can be quite
challenging. One might want to document who contributes to attested utterances at any
given time, noting the appearance of new individuals and the disappearance of older
individuals. One might also want to keep a track on how much language data each person
contributes, and whether the contributions stay consistent over time or change. For
language forecasting, focusing on individuals as individuals in this manner appears to give
rise to unnecessary complexity. Not only would one need to take into consideration
linguistic variants at different times, but also who is producing those variants. Additionally,
linking individuals back to innovation, it is likely difficult to accurately predict when

exactly a particular linguistic feature that has not been observed before will be attested.
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Figure 3.2. A snapshot of a language community at a particular time. Individuals, each with
their own I-language, contribute to attested utterances (E-language). Tracking what each individual
(or a certain individual) within the community does or can do at each given time gives rise to
complexities in tracking features diachronically.
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Despite individuals being an intrinsic part of the community, it is not necessary to always
take them explicitly into account. One can abstract away from the single person and learn
something about the status of the community, or a particular linguistic feature within the
community, without needing to model language learning and transmission from an
individual to individual and without knowing what a particular individual does. Treating
individuals as part of a group makes them conveniently, although perhaps somewhat
unrealistically, uniform. However, the “individuality” of speakers may show up in the form
of how much variation is attested. Figure 3.2 shows a snapshot of a hypothetical language
community at a particular point in time. Note that this approach does not care about what

each individual does at the relevant point in time, but rather what the community does.

Figure 3.3. A snapshot of the state of a language at a particular time. By treating individuals
as a part of a community, it is possible to ask questions about either E-language or |-
language as a whole without tracking specific speakers. Thus, one might ask about the
proportion of innovative variants in relation to all relevant variants (E-language focused)
or about the proportion of speakers that allow for the innovative variant (I-language
oriented).
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One might think about change on a population level in a metaphorical way as tracking the
temperature in a particular place over an extended period of time where the temperature
represents a linguistic feature that is being measured and the various surfaces that give rise
to the temperature are treated as individuals. There is no need to know how much each type
of surface contributes to the overall temperature at the place in order to learn something
about how the temperature changes over time.’ It can be done, but it is not necessary. To
take an authentic example, one might think of the spread of COVID-19 in 2020-2021. To
learn something about the virus and how quickly it was transmitted, it was not necessary
to model the transmission between individuals specially. It sufficed to track the number of
cases each day over several days to gain some understanding of the virus’ behavior and
compute the effective reproductive number. In a similar way, one may learn something
about language change and the propagation of change through tracking and predicting the
trajectory it may take in a population of speakers.

It should be noted that Figure 3.3 is by no means a novel way for viewing change.
When tracking changes that have taken place in the past, it is common to gather data that
focuses on the proportion of an innovative variant versus all attested variants of interest.
What is gained by explicitly stating the situation in Figure 3.3 is a more concrete definition
and formalization of the forecasting task. It allows for putting snapshots of the language
community into the perspective of a present state of a language, a past state and a future
state, cf. Figure 3.4. In other words, we now have a better idea of how it is possible to move

between points in time, from one state to the next (past - present - future). The past is

17 This is not a claim about individuals or surface type being irrelevant or uninteresting for prediction. In fact,
surface type and size is factored in in some forecasting models when predicting temperature. The moral of
the story is that it is possible to learn about patterns in historical (and future) data by simply studying
consecutive measurements without taking explanatory factors into consideration.
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connected to the present and the present to the future. Needless to say, similar types of
questions can be asked about each of these states. For instance, one may ask what the
proportion of innovative variants (propagation) is in attested linguistic data (E-language),

documenting the general pattern of propagation through time.
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Figure 3.4. Snapshot of states of a language at a past, present and future time. Just like the
past is connected to the present, so is the present connected to the future. Questions may
be asked about each of these states.

Of course, Figure 3.4 offers a somewhat simplified view of various states of a language.
For instance, the past is usually not treated as a single uniform “past-cloud” as in Figure
3.4. Rather, one can assume multiple pasts that are sequenced in time. Similarly, the future
can be treated as consisting of multiple future periods sequenced in time. In Figure 3.5
there is a single present state of a language, two past states (P1 and P2) and two future

states (F1 and F2). Just like with the previous figure (Figure 3.4) it is possible to move

between adjacent states and study how one state is related to the next state.
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Figure 3.5. Snapshots of a language at different times. The past is not a single past, but
multiple pasts sequenced in time. Similarly, the future can also be thought to consist of
multiple futures that are sequenced in time.

Figure 3.5 is different from models describing transmission of language such as the one in
Figure 3.1 above. Instead of focusing on transmission of language between generations of
speakers, Figure 3.5 shows how various states of a language are connected in time. The
states are in the form of “slices of language” at different times and they are completely
independent of transmission. Past 1 (P1) could be Icelandic as it was on January 21 2024
while Past 2 (P2) might be Icelandic on January 20th 2024. Arrows show the connection
between the collection of I-languages at the relevant time to attested utterances, and how
individual states are related, i.e., P2 is related to P1. The relationship between E-language
of different states is meant to highlight how there can be no pure I-language approach to
diachrony (cf. Walkden on syntax 2014:31, 37) and that E-language represents continuity
in language transmission (Plank 2015:65). Thus, it is only possible to move between

different points of time through E-language.
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Summarizing the points discussed above, language forecasting might be concerned
with changes on an individual level or changes on a population level. Focusing on the
individual can be related to asking questions about innovation and predicting when in the
future and under what circumstances a new variant will be attested. Although this is
possible, a more feasible task might be to make predictions on language on the population
level and the propagation of language change. Under this scenario, one can start with
already attested variation and ask questions about the variation at different times. The
different times are represented by different states of a language which are connected in a
particular way through time. A good reason for focusing on E-language rather than I-

language is that data is more readily available, and predictions can be more easily verified.

3.4  Layers of language change and what can be predicted

In theory, any aspect of language change — or any phenomenon in language — can be
forecasted, leaving aside whether the forecast turns out to be correct or not. However,
choosing to focus on one aspect over another may lead to a more or less complex
forecasting task. It does not help that various aspects of language, as well as language
transmission and change, tend to be interrelated. So, how does one choose what to forecast?
Should something be said about a language as a whole, its status and future, or should the
focus be on a smaller aspect of the language, perhaps the nature and development of a
particular phenomenon? If the latter is chosen, does it involve instantiation of a linguistic
feature in a certain environment or in various related but slightly different environments?
As the following discussion suggests, it may be useful to distinguish between predictions

about innovation, propagation, extension and typological aspects of a language, as well as
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the overall fate of a language. All of these can serve as potential topics for forecasting, and
they call for slightly different approaches.

The distinction between innovation and propagation was already brought up in
relation to the concept of change (see 3.3). Both innovation and propagation can be linked
to populations of speakers, with innovation referring to the first time something is
manifested within a population and propagation to how a community of speakers
eventually converges on using (or eliminating) a particular feature. Although the
distinction may appear clear-cut, the boundary between the two becomes fuzzy when
viewed up close. Despite one easily morphing into the other in certain circumstances, there
may still be a reason to try and keep the concepts separated, at least on some level as what
exactly is being predicted may influence the complexity of the forecasting task. It might
also be practical to be aware of the boundaries between propagation, extension and
typological aspects of a language.

As already established (Section 3.3), innovation refers to a feature or a structure
that was not previously present in a language. Under this definition, predicting innovation
must be regarded as the most challenging and complex forecasting task imaginable; It
involves foreseeing a change that has not been actualized. Instead of deeming the task
impossible, it may be helpful to view the problem in light of what is known about
impossible, possible and likely changes in language. To start with, language does not
change randomly. The current state of a language (whatever it may be) necessarily imposes
restrictions on which changes can take place (Wedel 2015). When predicting innovation,

one may wish to assume that whichever change takes place, the change is conditioned by
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the linguistic environment or in the way individuals may perceive language data they are
exposed to. Put more simply, it is necessary to assume that nothing emerges from nothing.

Exemplifying predictions about innovation, one might consider the expletive
element pad in Icelandic which is homonymous with the third person singular neuter
pronoun pad ‘it’. Predicting its emergence would mean predicting non-referential use of
pbad, as in (3.6), before such use was attested. For a speaker of Icelandic in the mid-15th
century who was only familiar with referential uses of pad, this might have been a difficult
task. The speaker, always interpreting pad as a referential pronoun, would need to
understand the possibility of a novel use before such use was attested. They would
furthermore need to be able to say at which time a new use might emerge. Expletive-like
contexts as in (3.5), where reinterpretation is possible in light of ambiguity in the signal,
might provide a hint about future existence of non-referential use of pad, but it does not

necessarily provide a clue about when such use will emerge.*®

(35) Pad wvar eitt sinn er hin reid ad vanir nokkrir

it was one time when she rode that vanir some
sa reio  hennar i loftinu.
saw  riding hers in the.air

‘One time it occurred, when she was riding, that some vanir saw her riding in the

air.” (Snorra Edda (Gylfaginning), Ch. 35)

18 Rosenkvist (2023) has argued, based on innovative usage of Swedish fortsatt as clause adverbial, that
increase in the usage of ambiguous syntactic structure leads to higher probability of the emergence of new
non-ambiguous structures. Once innovative structures have emerged, the use of ambiguous structures may
decrease. Currently, the proportion of ambiguous structures required for innovation to appear (the “tipping
point”) is not known.
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Similarly, it is difficult to predict if or when examples where pad inverts with a finite verb
(3.6b) could become grammatical in Modern Icelandic. One reason to think it might
become grammatical at some point is that it would mirror a development that has already

taken place (or is taking place) in other languages, for instance English and some varieties

of Dutch.!®
(3.6) a pad kom til min  draugur i geer.
EXPL came to me  ghost yesterday
‘A ghost came to me yesterday.’
b. [ geer kom  (*pad) til min  draugur.

yesterday came EXPL to me  ghost

‘Yesterday a ghost came to me.’

Although forecasting innovation may prove somewhat difficult, it is not necessarily
impossible. As long as there is some understanding of where to look for potential changes
and how to “read the signs”, some changes may likely be accurately predicted. The problem
with predicting innovations is thus not due to the nature of innovations, but rather due to

poor understanding of how such a forecasting task might be approached.

19 The difference between Icelandic pad and expletives in other languages is that Icelandic pad is restricted
to initial position. In a sense it is like a placeholder or a filler for the left edge. Expletives in other languages
may occur clause-internally and be interpreted as occupying a position often tied to subjects. This applies to
e.g., there and it in English or er or het in Dutch (Zwart 2011:18-19).
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Predicting propagation may constitute a somewhat more straightforward
forecasting task than attempting to foresee innovation. Instead of needing to identify a
potential change before it takes place, it is possible to start from a known linguistic
variation and make predictions about the proportion of the innovative variant in the future.
As an example, an age-related variation in the use of expletive pad in the context of
adverbial clauses with a subject gap has been documented in Icelandic (Angantysson
2011). Angantysson (2011), notes that for some types of embedded clauses, namely
temporal pegar ‘when’ clauses, younger speakers accept pad-insertion (as in (3.7) more
readily (84.9%) than older speakers (67.7%). Angantysson (2011:155) notes that this may
suggest a development towards “increased use of the expletive in Icelandic”. A prediction
about propagation might involve trying to foresee what proportion of young speakers in

2050 will find utterances such as (3.7) acceptable.

(3.7) bar verda opnadar begar pad fer ao snjéa
they will  opened when EXPL starts to snow
‘They will be opened when it starts to snow.’

(cf. Angantysson 2011:155)

Note that if propagation is defined as a change in the proportion of speakers using a
particular linguistic feature, the distinction between the transmission of a feature from one
individual to another via E-language and multiple independent innovations is neutralized.
In case two or more individuals start producing structures that were previously not a part

of their linguistic environment, their adoption of a new variant can be viewed as multiple
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independent instances of innovation, provided the individuals had no interactions with each
other and thus did not transmit the structure.?® Although it may be theoretically interesting
to distinguish between the two (multiple innovations and transmission), it is not easy to
keep these apart in practice. In fact, the distinction might be argued to be irrelevant if the
goal is simply to track the number of speakers using an older and newer variant.

In addition to innovation and propagation, there may be reasons to treat the spread
of a change to a new environment as a separate type of a forecastable change, termed here
extension, although it might also be added under lexical diffusion or analogy.? Like with
propagation, extension arguably involves a feature or a structure that is already attested in
a language. However, unlike propagation, predicting extension does not involve foreseeing
the proportion of individuals that might have the relevant feature in the future. Rather,
given that a feature occurs in a certain context, the prediction needs to capture if it will start
occurring in a new context and which type of context that would be. Here we might note
that the difference between innovation and extension is blurred as innovation was
previously described as being concerned with the introduction of a new type of feature or
structure in a certain context. Innovation and extension can still be distinguished. In the
context of expletives in Icelandic, innovation can be used to refer to the first time a true
expletive (non-referential element filling a particular place in the clause) occurred in a
certain environment, for instance in clause-initial position with weather predicates

(Rognvaldsson 2002). Once expletives started occurring in a new environment, e.g., in

20 Assuming they are unrelated in the sense of not in contact with each other and not moving around in the
same “network” of speakers in the population.

2L Although lexical diffusion and analogy are different types of changes, there is a sense in which they have

something in common, i.e., an existing pattern or variant starts appearing in novel contexts. Extension might
be taken to be a general term for extending a rule or a feature to novel context.
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temporal clauses containing a subject gap as in (Angantysson 2011), the term extension
might be applied.

Naturally, there may be instances where it is difficult to determine whether
something constitutes a new context or not. Take for instance subject case marking with
the predicate hlakka til ‘look forward to’ in Icelandic. It has been noted that the first person
singular is not affected by changes in case marking to the same extent as regular NP
subjects (see discussion and references in Chapter 9). Thus, individuals who consistently
use the nominative case when the subject is first person singular (ég hlakka ‘Inom look
forward to’) may use other cases with other types of subjects. The question arises whether
the first person singular should count as a different context than other types of subjects or
if all subjects should be treated together.

When innovation, propagation and extension come together, they may give rise to
long-term developments or general trajectories of change that affect aspects of the language
system as a whole. In other words, they may lead to typological changes such as whether
a language has prepositions or postpositions, whether a language is verb second or not, or
how flexible a language is w.r.t. pro-drop. Thus, multiple related but distinct changes in a
single domain might lead to a language becoming typologically different from what it was
before.

Finally, language change that occurs on the level of the population does not need
to be tied to particular features or aspects of a language. It may also concern the language
as a whole, for instance diminishing or altered use of the language or even language death.
Unlike innovation, propagation, extension and typological aspects of language, the overall

fate of a language (whether it continues existing or not) is not an add-up of other types of
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changes. Instead, it is the result of various sociological factors, language transmission,
number of living speakers, attitudes towards the language, etc.

Figure 3.6 attempts to capture the relationship between different layers of change.
As already noted, there is not a clear distinction between these layers. Extension might be
regarded as a type of innovation as it involves a linguistic variant appearing in a novel
context. Propagation is either the result of multiple individuals innovating in the same
manner or the result of a variant being transmitted in a regular fashion. Once a linguistic
variant (or a rule) has become relatively widespread in a certain context (propagation), it
may start appearing in a new context (extension). Together, innovation, propagation and

extension may contribute towards changes on a typological level of a language.

% Innovation -—»
Propagation -~ »

% Extension ¥

I

Typology <

Fate of a language

Figure 3.6. Distinguishing between different “layers” of change can be difficult.
Innovation, propagation and extension overlap to a certain degree, and they may all
contribute towards the typology of a language. The fate of a language does not directly
hinge on any of these. Rather, it is linked to the number of speakers and domains of
language use, to name only a few factors.
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The distinction made above between innovation, propagation, extension, typological
aspects, and the fate of a language is mostly done for practical reasons in relation to
forecasting. Focusing on one of these rather than another is bound to give rise to different
types of predictions which may require different approaches and different data.
Furthermore, the awareness of interactions between various layers of change can be
informative with respect to the overall direction of change and the situation of a language.
A change may start in a particular linguistic context (innovation), and later be generalized
to other contexts (extension). Along the way, a community of speakers may converge on

using that feature (propagation).

3.5  The route forward

Since language forecasting is in its infancy, anyone who attempts to undertake a formal
forecasting task is in a slightly uneasy position. Approaches to the topic are currently
underdeveloped and the goals of language forecasting have not been fully fleshed out. On
top of this, there is limited understanding of the type of data needed to carry out various
types of language forecasting tasks. In this chapter, an attempt has been made to break
down how questions related to language change and language forecasting can be
formulated and approached. In particular, it was suggested that language forecasting should

be concerned with the future of a language and seek answers to the question in (3.1).??

(3.1) Forecasting question (to be revised in Chapter 4)

What will the situation x, of a phenomenon p be in the future?

22 The question presented in (3.1) does not need to only apply to forecasting language change. It may also be
applicable for forecasting language stability, a task which is certainly worthwhile.
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The question in (3.1) can be understood and approached on multiple levels. It is no doubt
beneficial to be as explicit as possible about which levels the focus is on. For instance,
whether predictions will be made about language in the mind of individuals (I-language)
or language as it appears in the real world (E-language); whether the goal is to tie
predictions to individual speakers or to the language community as a whole. Further
considerations involve whether predictions should be made about innovations, i.e., the
emergence of new linguistic variants, propagation of change, extension of particular
features or rules to new contexts, typological changes or the future of a language.

Since language forecasting is an understudied subject, it is practical to make choices
that make the forecasting task as straightforward as possible. This involves abstracting
away from some of the complexities presented by language, for instance the notion of
individual speakers and what they might be able to do in the future. A reasonable starting
point might be to focus on the propagation of language change, relying on E-language data
and predicting the proportion of attested novel features in the future. Convenient E-
language data has the benefit of being relatively easy to access (compared to specialized
language data) and predictions made about future E-language are certainly more easily
verified than predictions about a future I-language. It is also worth keeping in mind that
any claim about attested structures in the future is also a claim about I-languages of that
period, i.e., in order for an utterance to be attested there must be a grammar that produced
that utterance.

Iflanguage is viewed through time in terms of multiple “states” that are sequentially

ordered in time (Figure 3.5), one may say that the forecasting task involves claiming
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something about a future state of a language. This may be done by using information from
past states of a language, assuming that each state is a logical continuation of a previous
state. Treating individuals as part of a community, there is no need to worry about what
specific speakers might do. Rather, questions are asked about the language community as
a whole. Tying this back to the idea that language forecasting can be used as a method to
study change, the claim is that something can be learned about the propagation of change
by attempting to predict a future distribution of a linguistic variant. The prediction can be
treated as a testable hypothesis, i.e., given what is known about present and past states of
a language, certain developments may be expected in the future and these expectations can
be formalized and (at a later point in time) verified. While making predictions about the
distribution of innovative variants in convenient E-language in the future may be likened
to predicting human behavior, it is important to note that linguistic behavior plays a crucial
role in language transmission and the construction of abstract mental grammars. In short,

the relationship between I-language and E-language is not random.
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4 From general predictions to systematic forecasting

4.1  Approaches to forecasting
Various approaches exist for forecasting across domains that use them. While there are no
right or wrong ways to approach a particular forecasting task, there may be more or less
appropriate ways of doing so. In short, not all forecasts are equal. This applies to all kinds
of forecasting whether predictions are related to weather, economics, birth rate,
epidemiology or even language. Anyone can make a prediction, but not all predictions are
necessarily scientifically useful.?® There is a difference between looking out the window,
claiming “It will probably rain later today” and relying on an official weather forecast that
predicts rain in the afternoon. Both predictions may turn out to be correct. However, only
one of them involves a systematic approach such that it uses previously gathered data,
applies a formal forecasting model, and can be reevaluated. In the case it does not rain in
the afternoon, a forecast generated with a forecasting model can be revised to figure out
what went wrong where and possibly why. Reevaluating intuitive forecasts, on the other
hand, is more difficult.

Similar to the different approaches to weather predictions, language forecasting can
be approached in various ways, with methods ranging from informal to more systematic
and scientific. The approach that is chosen must be in accordance with the objectives of

the forecasting while also aligning with the type of available data. A further factor that

2 While all forecasts have the potential to be useful, not all forecasts lead to increased knowledge about the
phenomenon of interest. As noted earlier (Chapter 2), one of the goals of language forecasting is to learn
more about language change and therefore methods used for forecasting must be in line with the goal.
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needs to be considered is how far into the future predictions are to be made. A distinction
is typically made between short-, medium- and long-range forecasts, where the definitions
are mostly based on the accuracy of the forecasts but may also depend on the general
methods used. In the case of weather forecasting, short-range forecasts tend to cover about
6 hours to a few days, medium-range from about 3 to 8.5 days and long-range anything
above 8.5 days (Ahrens 2007:347). Since language is linked to individuals who live for
many years, it seems natural to assume that definitions of forecast range should be based
on years, even decades, instead of days. This is further discussed below.

Turning back to forecasting methods, Castle, Clements & Hendry (2019:22), who
discuss the fundamentals of forecasting in general, briefly describe seven commonly used
methods.?* Four of these are noted in (4.1), giving an idea of the range of available
approaches, with the leftmost approach being the simplest and least quantifiable and the
rightmost the most formal and complex one (see also Hyndman & Athanasopoulos
2018:12-14 and Makridakis, Wheelwright & Hyndman 2018:9 on the continuum between
“intuitive or ad hoc methods, and formal quantitative methods based on statistical

principles”).

(4.1) Guessing : : naive extrapolation : : simple models : : formal forecasting systems

The most simple method, guessing, will always be hard to evaluate as it does not contain

any formal components leaving the way in which predictions are reached is unaccounted

24 The methods Castle, Clements & Hendry (2019:22) mention are: i) Guessing, ii) ‘Rules of thumb’, iii)
Naive extrapolation, iv) ‘Leading indicators’, v) Surveys of intentions and expectations, vi) Simple models
and, vii) Formal forecasting systems. The list in (4.1) is only meant to give an idea about the range of methods
from informal to formal.
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for. Although slightly more formal than guessing, naive extrapolation involves stipulating
the continuation of a general trend into the future. This can be done either through a type
of guesstimation or by using a simple trend line. Similar to naive extrapolation although
slightly more formal, simple models aim to capture regularities in the data and extrapolate
patterns into the future. Simple models tend to assume that the phenomenon of interest
behaves in a fairly regular way, so sudden or extreme developments may prove hard to
predict with this type of approach. Finally, formal forecasting systems may incorporate
multiple different assumptions and may sometimes attempt to explicitly model causal
relationships (Castle, Clements & Hendry 2019:22)

In the following sections, some forecast-oriented work in linguistics is reviewed in
relation to intuitive methods and formal approaches, and in light of how far into the future
predictions are made (if predictions are made at all). Since language forecasting can be
thought of as a tool to learn about language change and the process of predicting change
(see Chapter 2), formal approaches are argued to be more appropriate and useful than less

formal ones. In short, methods need to fulfill the condition in (4.2).

(4.2) The methods used to produce a forecast need to be formal, systematic and allow for

reevaluation.

In addition to the forecasting methods being systematic and allowing for reevaluation, it is
claimed that the forecast horizon, i.e., how far into the future predictions are to be made,
should not stretch over multiple decades. Rather, forecasts should be concerned with the

not-too-distant future. Making predictions a few years into the future involves
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incorporating time in a very explicit way and allows for predictions to be verified without
having to wait for several decades.

The structure of the Chapter is as follows. Intuitive forecasting and naive
extrapolation are discussed in Section 4.2. In Section 4.3, more systematic approaches to
studying language change are reviewed. Finally, Section 4.4 provides an outlook on the
future of language forecasting, emphasizing the importance of time and further explaining

why short- to mid-range language forecasting is considered practical.

4.2 Intuitive forecasting and naive extrapolation
Interest in predicting the future of a given language, or a phenomenon within the language,
has existed for a long time. Although some general predictions have been made, these are
typically not based on systematic forecasting approaches. Rather, they are better described
as “armchair predictions”, that may fall under intuitive forecasting or naive extrapolations.
The most famous intuitive forecast made for Icelandic is that of the Danish linguist
Rasmus Christian Rask (b. 1787 d. 1832). Rask, believing Icelandic to be a rather
conservative language, was convinced that Icelandic preserved many features of an older
common nordic language. This was unlike Danish which had lost most of its inflection as
well as the three-category gender system. While working on his essay on the origin of the
Old Nordic or the Icelandic language (Rask 1818), he visited Iceland in 1813-1815. During
his time there, Rask discovered to his dismay that Danish was spoken quite widely in
Reykjavik.? In the countryside, however, the language still prevailed and Rask was able

to learn enough to be able to both read and write proficiently. He wrote to one of his friends,

%5 |celand was under Danish rule at the time and the capital of Iceland was Copenhagen.
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Bjarni Thorsteinsson, expressing his worries about the status of Icelandic. He went on to
predict a rather bleak future for the language, claiming that Icelandic would not be spoken
in Reykjavik in 100 years, and in 200 years from that point hardly anyone in the country

would understand it (Rask 1813, August 30th):

Annars per einlegliga ad segia held ég ad islendskan bradum mun utaf

deyia, reikna eg ad valla mun nockur skilia hana i Reikiavik ad 100 &rum

lidnum, enn valla nockur i landinu ad 6drum 200 paruppfrd, ef alt fer eins

og hingad til og ecki verda rammar skordur vidreistar, jafvel hid bestu

monnum er annadhvort ord & donsku, hia almdganum mun hun haldast vid

leingst.

In all honesty 1 tell you that | think Icelandic will soon become extinct. |

suspect that hardly anyone in Reykjavik will understand it in 100 years and

in 200 years thereafter hardly anyone in the country if things continue to

develop the way they have, and nothing is done to hinder the development.

Even among the best men every other word is in Danish. Among the general

population it [Icelandic] will survive the longest.
Rask’s 1813 prediction is an example of a rather general statement about the future of a
language. It falls in the category of intuitive forecasting where no explicit model is used.
Although the name may suggest that intuitive predictions are not based on meaningful
knowledge, observations, or prior experience, this is not the case. These types of forecasts
are not born out of nothing. In Rask’s case, Rask had hands-on experience with the situation
in Iceland when he was visiting. Observing that Danish was widely spoken in Reykjavik,
he must have realized that with decreased usage of Icelandic, transmission of the language
to the next generation was threatened. The fact that Danish was not as dominant outside of
Reykjavik gave some hope that Icelandic would survive for longer there. Thus, the two-

step language death was hypothesized, with Icelandic first disappearing in Reykjavik and

then in the rest of the country. The rough time frame of 300 years (first 100 years and then
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200 years) may have been linked to an idea of ‘generations of speakers’, although this is
not clear. It could also be that these simply signaled a future that was somewhat far away
but still within a perceivable distance.

The downside to Rask’s forecast (and to intuitive forecasts in general) is that it does
not explicitly state which factors contribute to the prediction or to what degree these factors
might affect the outcome. Forecasts of this type are therefore very hard to evaluate, and
they provide little insights into language and language forecasting. For Rask, this was not
a problem since the goal was never to learn about forecasting or language change. Rather,
his prediction must be viewed in light of language purism and nationalistic movements
within Iceland at the time.

The 19th century can be claimed to mark the beginning of a serious language
purism in Iceland. Previously, there had been talk about Icelandic being worth preserving
as it had changed very little from medieval times. In the 19th century, prominent
individuals advocated for language purism and actively supported language planning (for
an overview and discussion see Hilmarsson-Dunn & Arnason 2010; Leonard & Arnason
2011). Initially, the intention was to eradicate foreign words and influence. With Rask’s
prediction, the focus was shifted from simply keeping the language “pure” to emphasizing
the survival of the language. In other words, it functioned like a call for action to do
something about the status of Icelandic. Rask himself played a key role there. Not only did
he encourage friends in Iceland to respond by translating foreign material into Icelandic,
he also participated in establishing the Icelandic Literary Society (Ilce. Hid islenska
bokmenntafélag) whose goal was to support Icelandic literature, education, and the

Icelandic language. Due to Rask’s efforts and actions taken to preserve and improve the
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status of the language, the imminent death of Icelandic was avoided. Even now (in 2024)
more than 200 years later, Icelandic is still spoken in every part of the country, including
in the capital city, Reykjavik. The question still remains what would have happened had
the course not been reverted. Would Rask have been correct about Icelandic first
disappearing in Reykjavik and then in the rest of the country? Would the disappearance of
Icelandic have followed the timeline that Rask proposed? This is hard to estimate. One
thing is clear, however. There were high hopes for the forecast to be wrong. As such, the
intuitive forecasting method can be claimed to have been appropriate for the forecasting
situation.

Forecasting situations where the future of a language needs to be evaluated with
respect to whether the language is under threat of extinction or not occur regularly. The
goal is usually to evaluate how endangered a language is and how to respond to the
situation. For these purposes intuitive forecasting can certainly be used. Another option for
assessing the situation is to use a slightly more formal method, for instance the one
proposed by the UNESCO Ad Hoc Expert Group on Endangered languages (Brenzinger et
al. 2003). Under that approach, the vitality of a language is evaluated based on factors such
as in shifts in domains of language use, language attitude and policies, absolute numbers
of speakers and whether the language is still being acquired by new speakers, particularly
children. Each category is assigned a grade based on how well the language does in the
relevant area. A language that scores very low in all categories is considered to be gravely
endangered (Brenzinger et al. 2003; for a similar method with a scale of 13 levels see Lewis
& Simons 2010). The method proposed by the UNESCO group provides a more systematic

approach to estimating the vitality of a language than the intuitive method used by Rask.
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However, it lacks explicit reference to time such as how long it will take for the language
to move between a lower state of endangerment to higher one if nothing is done to reverse
the trajectory of change.?®

Another example of a prediction based on intuition can be found in the work of
Sapir where the use of whom, an oblique form of who, is discussed (Sapir 1941: 156, 162).
Being morphologically marked as an oblique form, whom is generally expected to appear
in a position where another element assigns (or has assigned) case to it. For instance, it
may appear in sentences such as Whom did you see? where whom is understood as the
complement of see and in sentences such as The man whom | referred to where the
preposition to is responsible for the case of whom. Since morphological case marking has
been eroding away in English, it is unsurprising that whom is often replaced by the more
unmarked form, who. Sapir, being aware of this tendency, hypothesized that whom would
ultimately disappear from the language. The form would be gone in around a couple of

hundred years from the time he was writing (Sapir 1941:156):

It is safe to prophesy that within a couple of hundred years from to-day not
even the most learned jurist will be saying “Whom did you see?” By that
time the “whom” will be as delightfully archaic as the Elizabethan “his” for
“its.” No logical or historical argument will avail to save this hapless
“whom”.

Interestingly, Sapir predicted that whom would not cease to be used in all contexts at once.
Rather, “locutions of the type Whom did you see? will be obsolete when phrases like The

man whom | referred to are still in lingering use” (Sapir 1941:162). The assumption of

% Although no concrete length of time is provided, it is mentioned that languages can be in danger of being
lost “in a short period of time” (Brenzinger et al. 2003:18).
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stepwise disappearance of whom was based on the form occurring in various types of
sentences and appearing in different positions within them. For instance, Sapir noted that
using a morphologically marked (oblique) element at the beginning of the sentence was
highly unusual.

While the predictions made by Rask and Sapir are in themselves interesting and can
be informative (especially if the goal is to prevent language death), they do not meet the
requirements laid out in Chapter 2 where language forecasting was viewed as a method to
study language change. Although Rask’s and Sapir’s forecasts are based on experience and
intuition, in neither case is the input data for creating the forecast explicitly encountered
for. Moreover, the timeline for the expected development in both cases is relatively vague.
Rask estimates 100 years followed by another 200 years and Sapir estimates a couple of
hundred years. While these might be understood in absolute terms, it seems more likely
they represent a semi-vague point in the foreseeable future. For predictions to be verifiable
and their accuracy to be checked it is better to take the temporal element more seriously,
for instance by treating it in a concrete way and by making predictions that are not so far

off into the future.

4.3  Formal methods

Intuitive forecasting and naive extrapolations, discussed in the previous section (Section
4.2), can be contrasted with more systematic methods that involve quantitative approaches
and formal forecasting models. A distinction is generally made between explanatory
models that take into account factors that stand in a causal relationship with what is being

forecasted, and non-explanatory models that extrapolate from existing historical data
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without modeling a cause-and-effect relationship (e.g., Makridakis & Wheelwright 1978).
The models can vary in both structure and complexity.

It should be noted that forecasts produced relying on formal forecasting models are
not always accurate.?’ In some cases, formal forecasting models may yield less accurate
predictions than intuitive or judgmental forecasts. However, the benefits of using formal
approaches are several. The input data used for predictions needs to be accounted for and
the models used to generate the forecasts must be well-defined. Provided this is the case,
models and the forecasts can be validated, and both systematic and nonsystematic “errors”
can be identified and dealt with. Thus, it is possible to learn something about the process
of forecasting and the data needed to make the forecasts; it allows for figuring out what
went wrong in the prediction, where, and why.

Within linguistics, few truly systematic attempts have been made at forecasting
language change (for some discussion see Sanchez-Stockhammer 2015). This may be
partially attributed to forecasting having been viewed pessimistically and deemed
theoretically impossible (Chapter 2). Nevertheless, there is work in some areas that can be
claimed to be both relevant and related to forecasting. As it is neither feasible nor possible
to provide an overview of all work within historical linguistics that may relate to
forecasting, only a few are mentioned here. These involve systematic approaches that
incorporate, on some level, predictions about the trajectory of certain changes in relation
to time, either by focusing on changes that are already completed or by looking at ongoing

changes and their trajectory.

27 Forecast accuracy depends on how far from an observed value a forecasted value is and whether or not the
observed value is within estimated prediction intervals. There are various reasons for why a forecast may
turn out to be inaccurate or incorrect. There may have been some issues with the data, the modeling may
have been off, or, alternatively, something unexpected may have occurred that affected how events unfolded.
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Work within linguistics that comes close to forecasting without generating actual
forecasts includes sociolinguistic studies relying on real- and apparent-time studies (cf.
Labov 1963, 1966; Bailey et al. 1991; Bowie 2005; Cukor-Avila & Bailey 2013). The
methods applied in apparent time studies are often attributed to Labov (1963, 1966) who
researched ongoing language change in areas such as Martha’s Vineyard in the sixties. In
addition to focusing on variation in well-defined areas, Labov also considered various
demographic and social factors, including the age of speakers. Recording the age of
speakers is considered particularly important as apparent time studies assume that
trajectories of change may be studied synchronically by referring to linguistic variation in
relation to speaker’s age. Typically, results are grouped based on participants’ age, making
it easier to contrast what older speakers do with what younger speakers do. The distribution
of age-related variation indicates how a change is propagating. If older speakers use or
accept a linguistic variant to a higher degree than younger speakers, one can infer a
“downward” trajectory of change, where the variant under discussion is losing ground over
time. Importantly, this conclusion can only be reached provided that individual speakers
are assumed not to change their language in any important way over time (e.g., Bailey et
al. 1991:242; Chambers and Trudgill 1980:165). A group of speakers aged 40 who accept
a particular linguistic variant at a very high degree is assumed to have accepted it at the
same rate twenty years earlier when they were 20, thus being “comparable for diffusion
research to the speech of 20-year-olds today ” (Chambers and Trudgill 1980:165).

An example of a trajectory of change inferred from an apparent time study involves
the use of indefinite nouns in possessive constructions in Icelandic which tend to be

replaced by a definite noun by younger speakers, for example har hennar ‘her hair
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(indefinite)’ which becomes harid hennar ‘her hair (definite)’. This particular type of
variation was amongst phenomena tested in the project Variation in Icelandic Syntax which
was active in the years 2005-2007 (Thrainsson, Angantysson, Sigurdsson, Steingrimsdottir
& Eythdrsson 2013:40). A target sentence with an indefinite noun in the dative case,
Ulpuvasi ‘coat pocket’, is provided in (4.3). Participants were asked to judge whether this

was a grammatical sentence or not. The results for each age group that was tested is shown

in Table 4.1.
(4.3) Context: Vala fann farsimann sinn eftir langa leit.
Vala found cellphone her  after long search
‘Vala found her cellphone after a long search’
Target: Hann var i Ulpuvasa hennar.

he was in coat.pocket  her
‘It was in her coat pocket.’

(Thréainsson et al. 2013:40, test sentence T2040)

Target sentence: Hann var i Ulpuvasa hennar.
Age group 9. Grade 20-25 40-45 65-70
Deemed grammatical by:  48.50% 4530% 77.40% 96.90%

Table 4.1. Proportion of speakers in each age group that deemed the target sentence
grammatical in the project Variation in Icelandic Syntax which was active in the years
2005-2007 (Thrainsson et al. 2013:40). The 9th grade speakers were aged 15-16.

The results from the survey suggest that indefinite nouns in possessive constructions are

becoming less acceptable. The results of each age-based category can be projected both
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backward and forward in time. Taking the oldest group as an example when projecting
back in time, individuals who belong to the age category 65-70 in ca. 2005 would have
been around 4045 years old in 1980. Had a similar survey been conducted then, the results
should have shown that 96.9% of individuals aged 40-45 would accept the target sentence
in (4.3). Projecting 20 years forward in time, to the year 2025, the expectation is that about
45.3% of individuals between the age 40-45 will accept the target sentence. In this way,
the apparent time studies provide implicit predictions about distribution of linguistic
variants in the past and the future. Note, however, that predictions for future distribution
are not always explicitly pointed out. Rather, the characteristics of each age category w.r.t.
the linguistic variants under discussion are used to get a sense of the trajectory of the change
over time, often in relation to sociolinguistic factors.

Although apparent time studies are often used in historical sociolinguistics, the
methods are not free from problematic assumptions (e.g., Cukor-Avila and Bailey 2013;
Bowie 2005). One issue that comes up is that the method implicitly (and in some cases
explicitly) assumes that an individual's linguistics system, both the abstract I-language and
the language use, remains stable from the individual’s teen years and onwards. Although
this may be true for some speakers and, perhaps, certain linguistic features, this is not
universal (Chambers & Trudgill 1980:165-166; Bailey et al. 1991:242-243; see also
overview of longitudinal and apparent time studies in Sankoff 2013:261-279). Due to
individuals’ linguistic systems not staying stable over extended periods of time, it is not
possible to infer anything definite about age-related distribution of linguistic variants from
a single study. As Bowie (2005:57) notes “... an apparent time analysis conducted in 2005

cannot reliably tell us about the precise state of a speech community in 1975 and 1945”.
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Applying this to the case of indefinite nouns in possessive constructions in Icelandic noted
above, the conclusion is that the study from 2005 does not provide reliable information on
the distribution of acceptability rates in 2025, nor how they might have been in 1980.
Essentially, the goal of apparent time studies is not to make predictions on what the
situation will be in some years, or decades or what it must have been at a previous point in
time. Rather, they hypothesize about trajectories of propagation of change in the context
of age-grading and which social factors (class, education etc.) are relevant for those
changes.

Another line of work focusing on language change and predictions makes use of
so-called hindcasting or retro predicting to estimate parts of the trajectory of changes that
have already taken place. Although this type of work looks promising for forecasting, it
has so far not gained much attention. Using hindcasting, Van de Velde (2017) shows how
S-curves can be fitted to historical data and used to predict observations not taken into
account in the model fitting. S-curves have been noted to show up time over time when the
propagation of change is examined (Weinreich et al. 1968:113; Bailey 1973; Kroch 1989;
Denison 2003; Sanches-Stockhammer 2015; Nevalainen 2015; Pintzuk, Taylor & Warner
2017:221). The s-curve emerges due to new variants initially having a slow uptake, then
being rapidly adopted by the language community and finally slowing down due some
individuals not having picked the new variant up (Osgood & Seboek 1954:155). By fitting
an s-type curve to historical data that covers roughly 100 years, i.e., from ca. 1830 to 1940,
Van de Velde (2017) was able to predict the situation of the propagation of the change in
the year 2000 relatively accurately. The results suggest that s-curves may be used to predict

future trajectories. However, at least three things may be noted about the method. First,
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that the data used to fit the model must show when the change starts to take off, i.e., it is
not enough to only have information about the propagation in its earlier stages (Van de
Velde p.c.). Second, the historical data used to fit the S-curve model might need to cover a
somewhat lengthy period in order to show when the propagation starts taking off. Of course
this depends on the exact change under investigation. In the case of the change discussed
by Van de Velde (2017), the period is roughly 100 years with predictions focusing on a
time period 50-60 years after the historical data. Third, while relying on s-curves to predict
the “completion” of a change may give relatively accurate results, the question is whether
they can also accurately predict the situation closer in time. Future work may have answers
to this question.

A second example of retro prediction is found in the work of Berdicevski, Coussé,
Kopeling & Adesam (2024) who use both logistic regression and ARIMA models (on
ARIMA models see also Van de Velde & Petré 20202 and Chapter 7 of this dissertation)
to predict the proportion of examples lacking an infinitival marker in Swedish future
constructions in data from various corpora. While some of the models Berdicevski et al.
use take into account language internal predictors, others only rely on patterns in the
historical data over time. The authors do not produce forecasts for future time periods, but
rather predict already attested part of the data. Interestingly, they use monthly observations
which means that one step ahead predicts one month ahead. Despite this they find changes
in the patterns in various sources over time. They note that they cannot “reliably predict
the presence or absence of att in an individual utterance and the proportion of att-omission
in a given corpus in a given period of time” (Berdicevski et al. 2024:30). One of the

questions the work of Berdicevski et al. (2024:30) raises is of course whether monthly
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observations should be used or not. A second question is how far into the future predictions
can be made using monthly data based on how forecasting models work. Time series, time
series analysis, ARIMA models and predictions for the future are further discussed in
chapters 6, 7, 8 and 9.

In addition to work on retro predicting in linguistics, there have also been attempts
to predict the situation of particular linguistic variants in the future. For instance,
attempting to quantify the dynamics of language evolution, Lieberman et al. (2007) study
how irregular verbs have been regularized throughout the history of English. They look at
177 predicates that remain a part of modern English, all of which were irregular in Old
English. In Middle English, 145 of them remained regular and in Present Day English only
98 continue to be irregular. The other 79 predicates have regularized over time and now
form a past tense using the dental suffix -ed. Using a model that takes into account the
frequency of individual predicates Lieberman et al. estimate the regularization rate of
irregular predicates, showing low-frequency predicates regularizing faster. Their modeling
approach allows for predictions both backward and forward in time. They venture on to
make a prediction for the future, saying that if “the current trends continue, only 83 of the
177 verbs studied will be irregular in 2500 (Lieberman et al. 2007:715).

Two remarks can be made about the approach and prediction of Lieberman et al.
(2007). First, their prediction does not focus on propagation of change in the same sense
as work relying on apparent time studies and the work implementing retro predictions.
Rather, it focuses on an extension of the domain of a certain rule and is thus connected to
both propagation of a change and typology (see Chapter 3). Second, the estimated time for

when Lieberman et al.’s predictions will be borne out is set in the far future, i.e., more than
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400 years from now. In that sense it appears to treat time in a similar way as Rask’s and
Sapir’s intuitive predictions (see Section 4.2) which estimated completion of certain
changes in around 100 to a few hundred years, making it unclear whether the time should
be interpreted in a strict way (exactly in the year 2500) or if it is a general estimation about
some very far off point in the future. For further discussion and critique on the study by
Lieberman et al. (2007), for instance regarding assumptions about constant rate of change,
see De Smet & Van de Velde (2019).

Finally, it is appropriate to mention work on language acquisition since changes are
often thought to originate there (see Chapter 3, Section 3.3). This line of work typically
deals with existing patterns in the language, i.e., patterns that children may pick up on and
the rules they generalize. Furthermore, the focus tends to be on the acquisition of a “stable”
linguistic system, based on UG and the primary linguistic input a child is exposed to. The
acquisition process takes place over an extended period of time, over several years, and is
generally treated as being deterministic. If two individuals receive the same input in the
same order, their internal grammar is hypothesized to be identical. Although data obtained
in acquisition research has been claimed to be “inappropriate for the study of change in
progress” (Cukor-Avila & Bailey 2013; cf. also Van Hofwegen & Wolfram 2010), they
nevertheless incorporate a form of prediction that concerns the nature of the linguistic
system an individual will form, based on a given input. New and older systems are treated
in terms of generations, i.e., a child acquiring a language is considered to be of a different
generation than the individuals who produce the primary linguistic input the child is
exposed to. While this may seem straightforward, it does introduce some issues in studying

change over time. For instance, (to my knowledge at least) acquisition tends not to be
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directly linked to the exact time at which an individual was born, or to the time the
acquisition period ended. Instead, the assumption is that children belonging to the same
generation, defined over some period of time, will form roughly similar grammars. The
linguistic input the children are exposed to appears to also be treated as coming from a
semi-coherent generation.?® Both assumptions greatly simplify real-life situations and lead
to a somewhat vague time frame for studying ongoing changes.

If one were to use acquisition studies to predict a future trajectory of a change more
than one generation ahead, i.e, predict what generations of the future will acquire, there is
a need to assume that whatever system is acquired by a certain generation matches the
output the generation will transmit onwards to the next generation. In other words, the
relationship between language use and an abstract linguistic system must be assumed to be
very close. This is the case for Ingason, Legate and Yang (2012) who use Yang’s (2002)
Variational Model to predict when the so-called New Passive (shown in (4.4c)) will be
dominant in Icelandic, and the Canonical Passive (shown in (4.4b)) will have disappeared.
Ingason et al. (2012) rely on data from The Icelandic Parsed Historical Corpus (Wallenberg
et al. 2011) and model the evolution from 1950 to 2050 based on how children acquire and
use language. According to their results “the first speakers who do not acquire the

Canonical Passive will be born around 2050” (Ingason et al. (2012:98).

4.4) a Alfurinn lamdi strakinn (Active)

the.elf.SBJ  beat the.boy.OBJ

28 As discussed elsewhere (Chapter 5), the concept of generation is problematic and should ideally not be
used to measure language change over time.
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b. Stréakurinn ~ var  laminn (Canonical Passive)

the.boy.SBJ was beaten.PASS

C. pad var lamid strakinn. (New Passive)
EXPL was beaten.PASS the.boy.OB

‘The boy was beaten.’ (Ingason et al. 2012:91)

The prediction made by Ingason et al. is hard to verify since it concerns mental grammar
of individuals instead of attested outputs. Additionally, the year 2050 is provided as an
estimate. If the first speaker who does not acquire the Canonical Passive were to be born
in 2046 or even 2056 instead of 2050, the prediction could still be claimed to be correct. If
the year 2050 were to be understood in absolute terms, the prediction would be wrong if
the last individuals acquiring the Canonical Passive were born in 2046 or 2056. While this
observation may seem nit-picky, it is important to keep in mind that predictions need to be
made in such a way that they can be evaluated in a way that is useful for the goal of studying
language change and language forecasting.

From the discussion above, it can be gathered that various lines of research within
linguistics involve some form of prediction without necessarily falling under systematic
forecasting. These studies include formal approaches that use different types of data and
different methods, sometimes resulting in tacitly implied predictions rather than explicit
forecasts. In case of explicit forecasts for the future, time appears in many cases to be
treated in a rather general way, often linked to generations or points in future that can be

interpreted in a flexible way. It is unclear whether dates such as the year 2050 or 2500
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should be understood in absolute terms or if they are estimates of some sorts with implicit
margin of error. In this sense, the formal methods have something in common with the
intuitive forecasts discussed in a previous section (Section 4.2), which also focused on time

points in the far future.

4.4  Towards systematic forecasting

Even though language forecasting is in its infancy, there is work within linguistics that
incorporates some form of future predictions about language change. Sometimes these
predictions are implicit, as is the case in apparent time studies. In other cases, they are
explicitly stated with reference to a future time, often a date in the far future. As already
mentioned, the forecasting situation may affect which methods are appropriate, how far
into the future predictions should be made, and how accurate the forecast needs to be. In
some cases, multiple different approaches can be used to answer the same question, but
there may nevertheless be reasons to choose one method over another.

Intuitive forecasts and forecasts based on naive extrapolation tend to be rather
general in nature. These are based on a forecaster’s intuition and may be useful in certain
circumstances, for instance when attempting to foresee and revert language death.?®
However, since they are not quantifiable and do not allow for reevaluation of the data or
the method used for making the relevant predictions, they are not suitable for
systematically studying trajectories of change or learning about the process of language

forecasting. For this purpose, other methods must be employed.

2 In some cases, intuitive forecasts may turn out to be more accurate than forecasts produced with formal
methods. If the only goal is accuracy in predictions this may be appropriate.

84



The work discussed in Section 4.3 for studying trajectories of change and predicting
the situation of a particular linguistic variant at specific times are more formal than intuitive
forecasting methods. Importantly, the methods are quantifiable and allow for predictions
to be verified. These include approaches such as fitting an S-curve to attested data (Van de
Velde 2017), relying linear regression and ARIMA models (Van de Velde & Petré 2020;
Berdicevski et al. 2024), using a variationist model based on language acquisition to derive
an S-shaped curve (Ingason et al. 2012), or computing rate of change based on word
frequency and projecting it into the future (Lieberman et al. 2007). Interestingly, some of
these studies appear to more or less focus on when a change will be completed. The
predictions target a date that is far away from the time of prediction (e.g., 2050 and 2500),
resulting in the waiting time from when a forecast is generated and when it can be revisited
and verified rather long. Sometimes, it is even unclear whether dates should be interpreted
in an absolute manner or if they simply represent a rough estimate. Arguably, it is more
beneficial to treat dates in an absolute manner since only in that way can the accuracy of
the prediction be evaluated in a useful way. Additionally, it may prove useful to generate
predictions that target time periods in the not-too-distant future. Of course, the concept of
distance is relative to what is being measured or studied, but one may hypothesize that
anything above 40-50 years into the future should be considered to be relatively far off in
terms of predicting language change.

Dividing language forecasts into short-, mid- and long-range forecasts depending
on how far into the future the predictions are made, it appears that most (if not all) of the
predictions that have been made about language change belong to the long-range category.

The long-range forecasts are likely the results of the forecasting questions being centered
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around when a change will be completed or when a certain stage will be reached. While

the time at which a change is completed is certainly interesting, one may have to wait for

a long time to verify such predictions.

Figure 4.1. Visualization of short-, mid- and long-range predictions. Instead of attempting
to predict when changes will be completed, resulting in medium- to long-range forecasts,
it might be more informative to focus on what the situation will be in the near future by
attempting short- to mid-range forecasting.

Attempting to make language forecasting more systematic, it may be proposed that

forecasts should be set up in such a way that progress can be checked regularly without

having to wait for decades or centuries. For doing this, one might choose formal forecasting

methods, explicitly accounting for data that is used, and focus on producing short- to mid-

range forecasts. In this way, the near future would be foregrounded, and the task would be

to predict a situation at a given time in the immediately foreseeable future. Put more

formally, the question might be framed as in (4.5).

(4.5) Forecasting question (Revised)

What will the situation x, of phenomenon p be at future times ¢+7, t+2 ... t+ n,

given what is known about the situation of phenomenon p at times t, t-1, t-2... t-n?

Note that focusing on what the situation will be at a certain point in time is very different

from focusing on when a certain situation will be reached. It does, for instance, not
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presuppose that changes will be completed, nor does it require changes to propagate in a
particular way. It is a fairly neutral question that allows for studying and predicting both
trajectories of change as well as stable variation in a language. The question is then, what
kind of formal approaches should be used?

Systematic forecasting methods come in many different shapes and flavors, ranging
from being relatively simple to quite complex. Methods can also be divided into two
categories based on whether they incorporate explanatory factors or not. When simulating
processes that give rise to certain states, explanatory factors are often part of the modeling.
Perhaps the most ambitious attempt at large-scale simulation up to date is a project called
Destination Earth (DestinE), led by The European Space Agency (Nativi & Craglia 2021).
The goal of the project is to create a full-scale model of Earth, referred to as Earth’s digital
twin, to study weather and climate. The hope is that the model will assist researchers both
in forecasting future weather and in providing insight into climate situations of the past. A
project like Destination Earth has only been made possible through decades of work on
weather and forecasting and through advancement in computer science. Note how weather
and climate are treated as different entities. Similar distinction might be applied to
language, in which case short-time language use can be compared to day-to-day weather
and long-time trajectories of change to climate. Importantly, the everyday weather (or
language) includes information about climate (language) and climate changes (language
changes).

Although complex models and simulations can be constructed, there is often no
need to do so in order to learn new things about forecasting and the phenomenon of interest.

In many cases, models that abstract away from causal relationships can still provide new
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information on the phenomenon that is being studied. There is thus no immediate need to
aim for the most complex models conceivable, intending to capture every aspect of
language change. It may also be informative to rely on methods that focus on analyzing
historical data and extrapolating observed patterns into the future. Time series analysis is
one such approach.

Time series forecasting is a quantitative statistical approach that focuses on
analyzing the relationship between observations that are consecutive in time. The approach
demands access to a certain amount of historical data and focuses on analyzing the
relationship between consecutive observations. The basic assumption is that past
observations provide a clue for what future observations might be. In short, already
observed patterns are extrapolated into the future. These types of models can range from
being quite simple to elaborate and complex and can be suitable for short- to mid-range
forecasting. As with all approaches, time series models range in complexity and how
patterns in the historical data are carried into the future. An example of a very simple model
is to assume that all future observations will be the same as the last recorded observation.
Another simple model assumes that forecasted values will be equal to the average of all
the values that have occurred in the past. More complex methods might involve identifying
various sub-patterns in the historical time series and assuming more complicated
relationships between past and future values. The structure of time series and patterns
found within those are discussed in Chapters 6 and 7. For now it suffices to note that time
series forecasting falls under formal approaches where data needs to be explicitly
accounted for. The method is quantifiable and allows for reevaluation of both the data that

was used and the exact model that was chosen. Since time series rely on historical
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observations, they naturally demand that a linguistic phenomenon of interest should be
documented regularly so forecasts can be made. Thus, they might lead to the welcome side-
effect of more thorough documentation of changes of interest. This is the case for the study
of two complex prepositions in Icelandic in Chapter 8 and the study of changes in case
marking with hlakka til ‘look forward to’ in Chapter 9.

Concluding this chapter, it should be noted that when formal models are used to
make predictions, the forecast may often need to be supplemented with some form of
judgmental predictions or comments. For instance, when making predictions on the
proportion of individuals in a community exhibiting some linguistic feature or other, one
might choose to restrict the prediction in such a way that it only allows for positive
outcomes. This is because a statistical model might yield a prediction involving negative
numbers. However, it is nonsensical to assume that a negative number of individuals could
adopt a certain linguistic feature; it must be zero (no one in the community) or higher.
There is never a situation in which a negative proportion of a population uses a particular
linguistic feature. Therefore, even though forecasting is approached in a systematic way,
using quantitative methods, there may be a need to supplement the forecast, so it fits with

what is known about the topic and the world.
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5 Measuring change over time

51  Units of time

Time is continuous and can only be discussed and referred to when broken up into units.
The units can be of various lengths. When describing events occurring over a single year
in the life of an individual, words like day, week or month may be used, all of which indicate
a period of time. If, however, the aim is to report how long it takes to walk between two
places within the same city or town, units such as hours, minutes and seconds are likely
more appropriate. This suggests that the units that are used to measure time depend
somewhat on the nature of what is being measured. Choosing the right unit of time for
constructing regular time series containing language data is therefore important.

Time series vary considerably in the frequency of measurement. Some consist of
observations made every nanosecond, others contain hourly, monthly, or annual data
(Castle, Clements, Hendry, 2019:15). When statistical models relying on time series are
used for forecasting, predictions are typically made one or more steps into the future based
on historical data. The “steps” refers to the units of time the data is organized by. If the
time series consists of daily data, one step-ahead forecast will predict the state of affairs
one day into the future; if the data is weekly, the value for one or more weeks into the
future can be predicted. Thus, the units of time that are chosen to measure the phenomenon
under study may also influence how far into the future predictions can be made. If data is
gathered and organized based on reference to generations of individuals, as is sometimes

done within linguistics, predictions will also be made in terms of generations. As illustrated
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in Section 5.2, “generation” is not an optimal time scale for studying language change. This
might be surprising given that changes are often considered to take place during acquisition
which emphasizes how new generations construct language based on data from older
generations (Chapter 3, Section 3.3). Discarding the notion of generation, the question
arises which time units are relevant for measuring (and predicting) language change. The
answer depends partially on the number of observations needed for a particular forecasting
method, how quickly changes are perceived to occur, and what is a possible and realistic
sampling frequency. In what follows, it is proposed here that standard measurements such

as months, quarters, years and decades should be employed and not generations.

5.2 Meaningful and meaningless sampling frequencies

As illustrated in 5.1 above, certain units of time are more appropriate for measuring one
thing than another. It makes equally little sense to measure the duration of a single lunch
time in terms of weeks as it does measuring the time it takes to walk from home to work in
nanoseconds. The scale of measurements must be in accordance with what is measured.
Thus, although the propagation of language change takes place gradually, it is usually
unfeasible to sample data at very short intervals such as every hour, every day or every
week. It is even debatable whether measurement should be taken monthly or yearly
(although this is discussed further below).>° Certainly, no drastic language changes are

expected to take place overnight or over the course of a few days, weeks or months.

30 The chosen unit of time depends entirely on what exactly is being investigated. If the question is about
tracking and predicting how the discourse of a particular topic unfolds online, one may want to look at
everything from hourly data to yearly data.
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When a contemporary language is studied, the exact time at which data is gathered
is not always regarded as a significant factor. Data from two “similar” or “adjacent” periods
is often treated as equally representative of the state of affairs within some time frame. If
data was gathered in May 2020, there is not necessarily any reason to think that data
gathered in November 2020 would have yielded significantly different results. Any
difference between the two points in time might be considered to be due to variation in
measurement rather than representing change. However, this way of thinking about time
and change may be problematic.

When language change is not observed — or not expected to be observed — from one
day to the next, it is not necessarily because of no change taking place. Rather, it may be
related to how quickly or slowly language change is perceived to take place and how it can
best be measured. This is best exemplified with a simple analogy to the growing of a plant.
If one sits opposite a plant and constantly stares at it with the intention of watching it grow,
one is likely to get bored fairly quickly as not much difference can be observed from one
second (or minute) to the next. Even if the plant were to be measured in great detail every
second, the difference in height from a second to second is so small that it is likely
meaningless. However, if one steps away for a few hours or perhaps a few days, the amount
that the plant has grown starts to be noticeable and meaningful.

Similar to how plants continue to grow steadily over the course of days and weeks,
language is constantly changing as time moves forward. Depending on the frequency of
the observations, not much difference may be observed from one point in time to the next.
Estimating the situation of an ongoing change on a weekly basis may not give a meaningful

insight when measurements at adjacent times are compared. Thus, the situation at week 2
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may not be significantly different from that of week 1. Week 3 might give a similar picture
as week 2 gave, and week 4 may not be very different from week 3. However, if week 4
and 1 are compared, a subtle difference — a change — might start to become noticeable.3!

This is presented visually in Figure 5.1.

_.» 1s w4 significantly
- different from w1? ~ ~~-._

Week 1 ~  Week 2 ~  Week 3 ~  Week 4
no significant no significant no significant
difference difference difference
from wl from w2 from w3

Figure 5.1. Adjacent weeks may be very similar to each other, not showing any significant
difference in terms of change. However, when comparing measurements a couple of weeks
apart a change might start becoming noticeable.

The fact that language is constantly changing (albeit slowly) necessarily raises the question
of what constitutes a meaningful measurement of change over time.

Documenting a change in as much detail as possible would, of course, be ideal.
However, there is a trade-off between how frequently data can theoretically be sampled
and how much can be processed and analyzed within a given time period. The amount of
data that can be gathered and analyzed varies somewhat depending on whether dealing
with convenient or specialized language data (see discussion in Chapter 3). While the

former may already exist in abundance and lend itself fairly easily to some form of

3L 1f four weeks sound like too short of a time for a change to be noticeable, one might try thinking about it
in terms of months or years.
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periodization, it still needs to be gathered, analyzed and annotated. The latter, the
specialized language data, must be actively created, starting with designing an experiment
and recruiting participants. Although the same experiment can be run multiple different
times over an extended period of time, there are some restrictions on how frequently it is
feasible to do so. It takes time to find participants, run the experiment and process the
results. Thus, each type of language data imposes restrictions on what is a possible and
realistic sampling frequency. For studying language change and the propagation of change
with the goal of forecasting in mind, it is necessary to settle on some frequency that is
consistent, “makes sense”, and is both doable and feasible.

When deciding on a sampling frequency for studying and measuring language
change over time, it may be tempting to take into account how language is transmitted. The
reason for doing so would be that transmission and acquisition of language is usually
regarded as the primary ‘source’ of language change.®? Since transmission of language
typically occurs from one generation (parents) to another (children), sampling language
data based on generations might sound like a good idea. Generation is a period of time in
which changes are expected to be observed. Often, there is a noticeable difference between
the language of grandparents and parents, and the language of parents and children.

Although measuring language change in terms of generations may seem ideal, it
poses several problems. One such relates to what kind of time unit ‘a generation’ is and
how something can be measured using this unit. To complicate matters, different
definitions of the term generation exist. For instance, parents and children are typically

thought to represent two distinct generations, fitting well with ideas of transmission of

32 See for instance Hermann Paul (1886:29-31) who notes that child language may be conceived of as the
primary source of many new linguistic variants that later can be found as a part of the standard language.
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change. However, generation can also be used in terms of a social construct where it refers
to “all the people who were born at about the same time” (OED), which may or may not
match with parents making up one generation and children another. Figure 5.2 shows how

the two definitions may apply to a single family.

Generation 1 Creneration X

parents /\ /K Generation Y

b. 1982 b. 1978
I [ T |

Generation 2 Generation Z
children Generation Alpha

b. 2004 b. 2009 b. 2012 b. 2015

Figure 5.2. Generations can be understood in terms of parents and children, but also in
terms of when someone was born and when they grew up.

Children with the same parents can be born in quite different time periods. Although
siblings may be considered to belong to the same generation in terms of family relations,
it is not guaranteed that they will count as a generation when viewed from the outside. In
fact, they may have a vastly different experience of the world due to difference in age.
They may even be placed into different conventional generational categories. This is
illustrated in Figure 5.2, where the parents belong to Generation X and Y, and the children
to Generation Z and Alpha. Note how the children born in 2004 and 2009, who are five

years apart, are considered to belong to the same generation, Generation Z. However, the
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parents, being four years apart, are considered to be of different generations, Generation X
and Generation Y.

With the goal of measuring language change in a consistent way over extended
periods of time, the notion of generation is highly problematic. No matter whether it is
viewed in terms of parent-child relationship or in terms of widely used generational
categories, it introduces inconsistencies. Referring to grandparents, parents, and children
by using generation 1, 2 and 3 means that there is no fixed link to how time is generally
measured in years, how old is generation 1 for instance? Categories such as Generation X
and Y are also not useful because changes do not necessarily take place in terms of these
categories. A solution might be to view generations as fixed time periods. However, this is
not as straightforward as it sounds. The gap between parents and children is not consistent,
neither within nor across different cultures. Generational categories also do not have the
same length, varying between 15 and 30 years. As a unit of measurement, generation is
not a period of a consistent length, and is therefore not ideal for the study of change when
the methods require sampling at regular intervals. Even if a fixed period of 15 years were
to be used, there would still be issues. It is true that changes might be detected and
noticeable when using a 15-year (or 10-year) interval. Unfortunately, it may also mean that
a considerable amount of change may have taken place between two measurements,
resulting in suboptimal documentation of the change.

Since a 15-year period is deemed to be too long for documenting change, the
question is still what is a good sampling frequency. Moving away from the term generation,
it is proposed here that yearly data should be used, possibly even quarterly or monthly data,

depending on how many observations are needed for studying a relevant change and
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making predictions. The benefits of settling on monthly to yearly observations is that these
are standardized time units that are used in other areas for measuring and predicting things.
These time units also lead to a thorough documentation and abundance of data to work
with, both for the sake of reference and for tracking variation and change. Yearly, quarterly,
and monthly data can also be converted into other sampling frequencies if deemed
appropriate, for instance bi-annual data or a series of observations every five years. The
most obvious downside of gathering monthly to yearly data is that it takes a lot of time and
effort. Additionally, one may run into issues of consistency with data sampling w.r.t. the
type and nature of available data. Although this is always a problem for historical
linguistics, it may prove to be extra challenging when observations are needed for every

month or year.

5.2  Problems with consistencies in measurements

When studying a phenomenon over an extended period, it is important for individual
observations to be comparable. For instance, when tracking outside temperature in a
particular place (e.g., New Haven), one might go out every morning at the same time and
note down the relevant measurement, using the same scale (Celsius or Fahrenheit). Doing
this provides consistency in how things are measured, and it makes it possible to compare
individual observations with the goal of track variation and change over time. In the case
of language, making sure individual measurements are consistent and comparable can be
quite challenging. Illustrating some of the problems that come up is useful as it can be
informative about why certain decisions are made when choosing material when measuring

changes over time.
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Issues that arise when measuring language variations and change can be divided
into at least three categories. These are: i) type of data used and whether each measurement
is comparable, ii) the dating of the material used for tracking change, and iii) irregularities
in sampling frequencies. A fourth category may be claimed to exist, dealing with how
exactly measurements are taken and how they relate to the actual situation in the language.
Since the nature of this issue is slightly different from the other three, it is treated in a
separate section (Section 5.4 how exactly is propagation measured).

Starting with issues of the first type, it is most certainly the case that obtaining
measurements that are truly comparable can be very challenging. Although potentially
more prominent when measuring variation and change in older historical sources, this issue
is also noticeable in studies based on more recent data. Thinking about the type of data
used, it would be questionable to directly compare spoken data at one point in time to
written data at another point in time while hypothesizing that the same things are being
measured and that the measurements have a temporal relationship. Making sure the data is
of the same type, e.g., always written data or always data from experiments or surveys, is
very important although it does not on its own guarantee consistency.

Apparent time studies (e.g., Bowie 2005), set out to document language change by
observing linguistic variants used by individuals of different ages. The language of children
is compared to that of teens, adults and older people to establish a trajectory of a change.
Information about the status of each of the groups is gained through similar means, i.e., by
using questionnaires or by recording spoken language etc. The method assumes that the
various age groups have something in common which makes their language comparable.

An essential requirement is that they belong to the same language community, roughly
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defined. In some instances, it is important that they have similar kinds of backgrounds. In
the light of individuals often having vastly different life experiences, the question arises
whether two or more observations are indeed comparable. As an example, older individuals
may have moved around more than younger individuals, causing them to pick up or change
their language in different ways. Some age groups may also have larger social networks
than others. Finally, even if all age groups are assumed to be comparable, it is difficult to
be certain about to what extent the language of each group is truly comparable.

The question of whether individual observations are comparable or not also arises
when using corpus data (see e.g. Hoffmann 2004:173). As recent studies on language
change have shown, text types may play a role in whether and when new linguistic variants
are found. Scientific writing is, for instance, stylistically very different from fiction and it
may contain different types of linguistic constructions. It is therefore not appropriate to
directly compare observations for one to the other. It would be similar to a meteorologist,
interested in figuring out fluctuations in temperature at a particular location, comparing
temperatures taken in two or more different places. The measurements end up not being
fully comparable. Fortunately, compilers of corpora often attempt to balance the type and
amount of material from each time period. Naturally, the balancing is restricted by the text
types that are preserved from each period. This may be more noticeable the further back in
time one goes as there is no way of controlling for which type of material happened to have
survived to modern times.

Another issue with measuring change over time relates to the dating of individual
observations. When working with texts preserved in manuscripts, a distinction is usually

made between the text itself and the object it is preserved in. Problems with dating can
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arise in each of these areas as the same text can exist in multiple different manuscripts and
which may be from different periods of time. While the manuscripts themselves have their
origin at a certain point in time, the texts contained within the manuscripts are much more
fluid in their temporal existence. When popular texts are written up repeatedly, some
aspects of the text may reflect older stages of a language while some may be innovative. A
text that is encountered in a manuscript may thus contain multiple layers of language,
reflecting archaic usage and innovative variants. Take for instance the Prose Edda (also
called Snorri’s Edda), a textbook in poetry which contains stories of the Norse gods. The
text is preserved in several manuscripts, dating from different time periods. The main
manuscript and the oldest one is Codex Regius (Stofnun Arna Magnussonar i islenskum
fredum, shelfmark GKS 2367 4to), which is dated to around 1300-1350. Another
manuscript, Codex Wormianus (Den Arnamagnaanske samling, shelfmark AM 242 fol.),
is dated to the mid to late 14th century, approximately between 1340 —1370. Since the same
text is preserved in manuscripts from different time periods the question is should the text
be dated to the time of the manuscripts, meaning that the two attestations of the texts are
dated to different times? Or should it be dated to a hypothetical time of composure, which
would be in the early 13th century, making it older than any of the preserved manuscripts?
Choosing the latter can be problematic. In a corpus like The Icelandic Parsed Historical
Corpus (IcePaHC Wallenberg et al. 2011; Rognvaldsson et al. 2012) the dating of texts is
sometimes based on when the text was likely originally written. The First Grammatical
Treatise is thus claimed to be representative of 12th century language. However, text is
only preserved in a single manuscript, Codex Wormianus which was written in the late 14th

century. This leaves a gap of about two centuries between when the text was hypothetically
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composed and the time of the manuscript it is preserved in. It is not unlikely some aspects
of the texts, including the language, changed when the text was copied. It may, therefore,
be more appropriate to rely on the dating of the manuscript rather than the assumed date of
the original text. If this is done, one should still note that the dating of individual
manuscripts is not always accurate. In some cases, manuscripts cannot be dated to a
particular time with absolute certainty and are instead assigned dating based on decades or
centuries, similar to Codex Regius of the Prose Edda and Codex Wormianus mentioned
above. Since manuscripts cannot always be dated precisely, it follows that language
change, observed through manuscripts, cannot be tracked, or documented with absolute
precision w.r.t. time.

Although discussing the dating of individual observations may seem more relevant
for studies relying on older linguistic material, the problem also arises when using language
data from more recent times. For instance, material found in online sources may have been
edited at various points in time. This applies, in particular, to sources such as Wikipedia
where the material is the result of collaborative work of multiple individuals over an
extended period of time. In a similar fashion, news articles online may be edited more than
once, although these edits tend to be within several hours or few days instead of stretching
over multiple years. If the goal is to measure something on a quarterly or yearly basis,
online newspaper articles might not be problematic. As for printed material, books and
academic papers published in a particular year may not necessarily be written in the year
of publication. The author may have worked on the text for an extended period of time,
perhaps up to several years before the work became available. Taking into account who the

author of the text is, what age they are etc. may complicate matters. While commenting on
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the dating of modern texts in this way may seem trivial, it is important when taking into
consideration accurately measuring change like the time period and the type of data that is
used.

The final issue mentioned here for measuring change over time is that of irregularity
in sampling. As noted elsewhere (Chapter 6), language change is often not documented at
regular time intervals. There are various reasons for this. Sometimes, restrictions are
imposed on the sampling frequency by the type and amount of preserved material in the
target language. For a language like Icelandic, a fair amount of written material exists from
the twelfth century onwards, preserved in manuscripts and manuscript fragments (for an
overview of Icelandic manuscripts and scribes see e.g., Gunnlaugsson 2005:245-264).
Even though the quantity of texts and material may give a semi-holistic picture of the
language at the time of writing, these materials are not evenly distributed over time. Due
to how material culture is transmitted and preserved, there is more material from later times
than earlier times. As for language data from more recent times, perhaps within the last
100-200 years or so, the situation might be slightly different, provided the language under
discussion has an established tradition of writing or some other form of documentation. In
these cases, language data tends to be available at more regular intervals. This includes
both convenient E-language data in the form of written and recorded material and specially
specialized language data in the form of grammaticality judgments, recordings, or
experimental results (on the different types of data see Chapter 3, Section 3.2). However,
problems with possible sampling frequencies can still occur.

Specialized language data does not exist without being systematically gathered or

generated (see Chapter 3, Section 3.2). Usually, data on a single linguistic phenomenon is
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not gathered at regular intervals with the intention of tracking change. Rather, the goal is
to answer theoretical questions about the existence of language in the mind and the internal
grammar of speakers. Only rarely are follow-up studies carried out with the goal of tracking
changes. When such studies are done, they are not necessarily carried out at regular time
intervals. For instance, studies on changes in subject case marking with the predicate
hlakka til ‘look forward to’ in Icelandic have been done several times over the last few
decades (see further in Chapter 9, Section 9.3.2). The first major study was done in the
1980s (see Svavarsdottir 1982). A comparable follow up study took place in the 2000s
(Jénsson & Eythdrsson 2003) and another one in 20067 (Thrainsson 2013, Thrainsson et
al. 2013). While these studies offer valuable insight into the propagation of change, they
do not meet the requirements that regular time series analysis calls for as they were not
conducted at regular time intervals.

As for convenient E-language data, abundance of properly dated material is fairly
easy to come by. However, the amount of data does not guarantee that the linguistic
structures of interest are necessarily attested frequently enough for quantitative analysis.
They may not even occur at regular intervals. Furthermore, a considerable part of naturally
occurring language data is in the form of officially published writing, for instance various
types of articles and novels. This type of material may not always reflect everyday language
as spoken or used within the language community. This is because published material often
goes through copy-editing and proofreading and is therefore likely to be corrected in such
a way as to match some ideal language standard. Although the language standard can be
close to everyday language, more often than not it more accurately reflects an older

standard of the language under discussion, with a considerable gap being between the
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language standard and the modern language. With the advent of social media, more copious
amounts of non-proofread and non-standard language is attested online and can be used for
language research.This type of data, as well as published material, has allowed for more
detailed and systematic studies on language w.r.t. variation and change over time, although
sampling frequency may still occur.

The discussion above serves to illustrate how available language data (corpus
material as well as other types of data) may affect possible sampling frequencies when
measuring language change over time. It also points out that individual observations are
not always truly comparable. When measuring language change over time there is no
equivalent to the consistency in how temperature is measured for meteorological studies.
Additional challenges, not discussed above, include how exactly language variation is
measured at various points in time and how accurately the observations represent the

situation at that point.

54  What exactly is being measured

Documenting the propagation of a change implicitly or explicitly assumes the existence of
a population speaking a certain language. However, since it is usually impossible to include
every single individual or every single utterance in the language community in
documenting changes, subparts of the population or attested utterances are used to estimate
the overall situation. The subparts can be thought of as windows into the state of affairs
and ideally should be kept constant over time to make sure the measurements are
comparable (see Section 5.3). Figure 5.3 visualizes this, showing a snapshot of a language

at a particular time. The “I” represents the collection of all grammar of individuals that
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produce everything that is uttered, and “E” represents all utterances (see also Chapter 3,
Section 3.3). The situation of a particular linguistic phenomenon in a language is assessed
by looking at subparts of the language, i.e., through a “window” which might be in the
form of convenient E-language data from a particular newspaper or an online social

platform.

A “window” into
the situationat
a given time

Figure 5.3. A snapshot of a language at a particular time with | referring to a collection of
mental grammars that produce utterances (E) that are part of the language.

When sampling data with the intention of forecasting, the forecast will necessarily be
limited by the “window” into the community. That is to say, predictions generated for
future periods will be about the language as seen through a similar type of window in the
future. If one chooses to use blog posts to measure change over time, a forecast for a future
period will necessarily hypothesize about the status of the language in similar types of blog

posts. Thus, the forecast will only say as much about the actual state of affairs in the whole

105



population as the type of data used for the forecast does. Figure 5.4 shows the relationship

between comparable “windows” into language at any given time.
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Figure 5.4. The gray area represents the “window” into the language at each time. Ideally,
the window should remain constant over time to make sure that each observation is
comparable. Any prediction about the future applies to a similar type of window as was
used to observe the state at particular times in the past and the present.

When documenting changes through various “windows” into the language of the
population there are a few ways in which the status of a change might be measured.
Proportion of old and newer variants can be computed based on what individuals can and
do say, or on attested utterances without referring to individuals.®® Although the difference

between these two may at first sight seem trivial, they yield different results. Figure 5.5

depicts five individuals, and their utterances of two linguistic variants, A and B. Variant A

33 A further way of measuring the propagation of change is to compute the proportion of new and old variants
over grammars of individuals, i.e., focus on what individuals can say (I-language) without accounting for
what they do say (E-language). Measuring propagation in this way is potentially problematic as overt usage
of language is a crucial factor in transmission, and the latter ultimately affects what the next generation will
acquire (see also Chapter 3, Section 3.3).
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represents an older linguistic feature while B stands for innovation. Measuring the
propagation of variant B based on attested examples is simple enough; out of ten
attestations, the new variant appears five times. In other words, variant B makes up 50%

of all attested examples while variant B makes up the other 50%.

R

<P
A

Figure 5.5. In a group of five individuals where an older linguistic variant is represented
by A and a novel one by B, computing the propagation of the novel variant can be done in
terms of attested utterances or in terms of individuals and what they can say. In this case
variant B makes up 50% of attested examples.

If, however, the propagation is measured based on individuals and the variants they use
rather than computed over attested examples, a different picture emerges.** Now, four out
of five individuals, or 80% of the group in Figure 5.5 use the B variant. As for the A variant,
three out of five individuals use it, or 60% of the group. Note that when added up the total
percentage exceeds 100%. This is because the same individual can use more than one

variant and is therefore counted twice. In the case that calculations are based on attested

examples, the total percentage will always be exactly 100%. Measuring change in terms of

34 The reason for computing propagation based on individuals rather than attested examples may be that
individuals make up language communities and may have influence on other speakers to different degrees.
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what speakers can do as opposed to measuring change in terms of observed examples can
provide a different perspective on the same set of facts. Summarizing Figure 5.5, 80% of
the population (if the five individuals are considered to make up a population) can use the
novel variant B. Despite this, variant B only makes up 50% of the attested examples. Were
the same set of people to be observed at a later time, the proportion of old and new variants
might very well be different. The proportion of individuals who can use the new variant
will not necessarily have changed. Figure 5.6 depicts the same individuals as Figure 5.5,
but at a different point in time. While the number of individuals using variant A (3
individuals or 60%) and variant B (four individuals or 80%) is the same, variant B has
increased and now makes up 70% of attested examples instead of 50% as earlier. If Figure
5.6 is sampled at a later time than Figure 5.5, one might say that the population is

converging on using the newer variant B.

Figure 5.6. Same group of individuals as in Figure 5.5. The proportion of the innovative
(B) vs. older (A) variant has changed without a change in the proportion of speakers who
use the relevant variants. In this case variant B makes up 70% of attested examples.
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When tracking change with forecasting in mind, the question necessarily arises which
method of measuring change is more informative and useful for making accurate
predictions. Since language forecasting has not been systematically practiced, this is hard
to determine. Although sociolinguistic approaches to change often involve incorporating
information on individuals which may play a role in the selection of certain linguistic
variants, there is a tradition of simply measuring change based on attested examples when
documenting change over longer periods. Choosing to measure change based on the
number of attested examples within a given source (the “window” into the language
community) has some benefits. For instance, it is fairly easy to compute and can be applied
to a broad variety of data. Conveniently, it takes less time to obtain usable data for this kind
of measurement, and one does not need to know how many individuals contributed to the
sample at each time or who exactly contributed which variants. The individual is simply
treated as an undefined part of the whole sample (see also Chapter 3, Section 3.3). |
therefore suggest that measuring change based on attested examples within a given window
into the language of a community is probably the best kind of measurement to experiment
with for forecasting. | nevertheless acknowledge that, in the future, it may turn out that

more attention should be paid to individuals and their contributions of utterances.

5.5  The working methodology

With the goal to generate a forecast for the propagation of language change using regular
time series, it is essential to sample and measure change at regular intervals over some
period of time. Accordingly, there is a need to decide on appropriate sampling frequency

and the type of data that is used.
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As already mentioned, the sampling frequency that is chosen for documenting
change should be appropriate for the study of change while also taking into account the
type of material available. Even though some changes may be expected to propagate more
quickly than others, it may be beneficial to use the same frequency for all changes up to
the extent to which it is possible. The reason for this is to make sure of consistency in how
things are measured as well as emphasizing a thorough documentation of the propagation
of the change of interest.

Although changes are often thought to occur during language acquisition, taking
place over generations, measuring change in terms of “generations” is bound to lead to
problems. Aside from being an ill-suited time unit for forecasting, there is a risk of missing
out on observing the propagation of a change properly. Generations, defined either in terms
of societal conventions, can span everything from 15 to 30 years and within that timespan
some changes may have started and be (virtually) completed. For these reasons, more
concrete and standardized measurements should be employed when measuring change over
time, for instance month, quarter or year. These units have the benefits of being used for
making predictions in other areas (weather, economics, spread of diseases, consumption,
sales etc.) and models from those areas can be adapted and used on language data.
Measuring change frequently also ensures that the resulting time series will have enough
observations for time series analysis. If it turns out that it is more informative to only
measure propagation every two to every four years, it is simple enough to convert monthly,
quarterly and yearly time series into that format. Doing it the other way around, i.e., to go

from bi-annual time series into quarterly time series, is more complicated.
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When deciding on the frequency of a time series, it should be kept in mind that the
time unit that is chosen, month, quarter, year, will serve as the basis for forecasting, i.e.,
one step ahead forecast will be based on the frequency of observations. Thus, there is a
need to consider the balance between how frequently a change is measured, how many
observations are needed for a time series analysis and how far into the future prediction
should be made. Typically, the further ahead predictions are made, the more uncertain
forecasts become. While yearly observations may be optimal, quarterly observation may
be required in some cases, in particular if there is a need to obtain more observation for
the time series.®® To link this back to the discussion of short, medium, and long-range
forecasts (see Chapter 4), one might assume that predictions about the situation of a
language 30 years or more into the future belong to long-range forecasting. As for short-
and medium-range forecasts, a working definition of these could be based around the idea
of generations. Under this view, short-range forecasts would apply to the period from today
until 15 years into the future and medium-range forecasts cover the 15-30 years (the time
span of a generation) into the future. Of course, these estimations need to be tested and
refined in connection to how accurate predictions for these periods turn out to be, and which
methods are appropriate to use for each range. When relying on time series analysis and
forecasting, the accuracy may depend somewhat on the frequency of the time series. The
proposed periods for short-, medium-, and long-range forecasts are based on the

assumption that annual (or bi-annual) data is used.

3 |f data spans ten years, yearly time series would consist of ten observations but quarterly series of 40. For
time series analysis to be possible, a certain number of observations is needed.
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short-range medium-range long-range

1-15 years 15-30 30+ years

Figure 5.7. Short-, medium- and long-range forecasts covered different times in the future.
It is hypothesized here that short-range forecasts might cover 1-15 years, medium-range
15-30 years and long range everything above 30 years. These definitions will likely need
to be revised once language more experience has been gained in language forecasting.

Once the sampling frequency has been decided, it is appropriate to make explicit notes on
exactly how changes are measured. As discussed in Section 5.4, this may be done in at
least two ways, i.e., by measuring proportions of older and newer variants based on all
attested examples from the sampling-window, or by taking into account individuals and
their linguistic behavior. Since it is more straightforward to do the former than the latter,
this is what is proposed to be done. There is a chance, however, that taking the linguistic

behavior of individuals into consideration might be appropriate for language forecasting in

the long run. This is left as a question for the future.
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6 Patterns in language data over time

6.1  The future through extrapolation

Forecasting often relies on historical data to make predictions. Unusually, it is assumed
that the phenomenon of interest exhibits some regularities over time which can be used to
extrapolate from into the future (Castle, Clements & Hendry 2019:21).

Language change, both in the sense of innovation and propagation, shows
regularities over time. These regularities are manifested in restrictions on which changes
can occur at any given point (e.g., Wedel 2015) and how changes may propagate through
a language community. Observed regularities can be useful in language forecasting as they
give rise to expectations towards what can or might happen. They also hold a clue to what
cannot or is unlikely to happen. Regularities observed in the propagation of change involve
the emergence of various curves. One such curve is the S-curve (see further in Section 6.2)
which is well documented and has even been claimed to be a feasible point of departure
for language forecasting (e.g., Sanches-Stockhammer 2015, Nevalainen 2015; Van de
Velde 2017).

While commonly observed curves in propagation of change can be useful in giving
rise to expectations toward ongoing changes, these do not need to be taken as a priori
assumptions regarding how changes will proceed. It is not necessary to assume that
changes will unfold in a certain way when making predictions. Instead, emerging patterns
can be studied through regular documentation and by comparing documented patterns to

expectations towards what is likely to happen.
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In a previous Chapter (see Chapter 5), it was argued that language forecasting could
benefit from systematic gathering of data at regular intervals where the sampling frequency
relies on units such as month, quarter or year. Gathering data at regular intervals gives rise
to time series which can be useful in several different ways. First, individual observations
can serve as points of reference for a situation at a given time. Second, the complete time
series allows for studying various patterns in language over time, both patterns that have
already been documented as well as patterns that have not gained much attention. Third,
time series can serve as input for certain types of forecasting models, for instance models
that allow for the emerging patterns to be approached in a fairly “neutral” way as they rely
on taking historical patterns and extrapolating them into the future. Putting together
expectations towards propagation of change and detailed documentation of language
through time series, the contribution of this chapter can be summarized in two points, (6.1)—

(6.2).

(6.1) There are regularities in language change that can be useful in forecasting. The

regularities give rise to expectations towards what can or might happen.

(6.2) By systematically gathering language data at regular (small-scale) intervals patterns
in language over time can be studied in detail. Time-series patterns can be
compared to expectations (6.1) that previous knowledge has given rise to. They can

also be used to extrapolate from into the future.

114



The Chapter is structured as follows. Section 6.2 illustrates some expectations toward how
language change might propagate through a language community. Section 6.3 deals with
the structure of time series, decompositions and which kinds of patterns may be observed
in language data over time. Section 6.4 summarizes the main arguments and explains how
time series data can be useful in both studying the propagation of change and in making
predictions about the future. In short, studying language at regular short-time intervals may
provide insight into the distinction between variation related to language use and variation
tied to language change. Understanding these is important for language forecasting in

general.

6.2  Observed patterns in language change
6.2.1 Expectations towards change
Language change is not random but exhibits both regularities and directionality.*
Regularities can be manifested in various ways such as through common types of changes
that occur within or across languages at different times, through regular correspondence
sets that reflect systematic changes (Osthoff & Brugmann 1878: X111 on changes occurring
without exception), and through the fact that language cannot change in just any way at
any given time (e.g. Wedel 2015).

Many regularities in languages that are observed synchronically have been argued

to be the results of common diachronic changes rather than inherent restrictions on

language (e.g., Haspelmath 2019 who cites Greenberg 1969; Bybee 1988; Givén 1979 and

3% The directionality is, of course, not intended in the sense that language consciously moves in a certain
direction. Rather, when viewed at a certain level, multiple nuances and changes make it seem like there is a
directionality (see also discussion in Andersen 1990).
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Lehmann 2015; see also Blevins 2006; Anderson 2016). Anderson (2016:11), for instance,
explicitly suggests that “combination of contingent historical developments and biases in
the learning algorithm” are responsible for observed generalizations in phonology, and that
generalizations in morphology and syntax are “indeed the product of diachronic change
rather than synchronic constraint”.

Aside from regularities being observed through types of changes that occur over
and over again, they are also observed in changes that do not take place or are uncommon.
Changes that have never occurred in any language have been termed impossible changes
(Honeybone 2016). One such is /f/ > /8/ which is claimed to be unattested (Honeybone
2016). Whether the absence of this change is due to conditions for the change being
typologically rare or the change being “unnatural” in some way is not important in the
current context. The main point is that since the change is not attested, it is generally not
expected to occur. The opposite change, however, /6/ > //, is reasonably well attested and
might occur in a language with the phoneme /0/.

Regularities in language change are also observed through grammaticalization, i.e.,
the conventionalization of words or string of words into a functional element (Hopper &
Traugott 2003[1993]:4; see also Kurylowicz 1965/1975:52; Heine, Claudi & Hinnemeyer
1991:2). This type of change is extremely common and is responsible for creating items
such as prepositions and indefinite articles. The opposite change, where a functional
element becomes a lexical word (degrammaticalization), is by far less common (on the
status of degrammaticalization see e.g., Norde 2009, 2012; see also Van de Velde & Norde
2016:10-11 and Narrog 2016:115 on exaptation in relation to various types of changes,

including unexpected changes and (de)grammaticalization). Given a language at any point
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in time, the occurrence of grammaticalization would be understandable, even half-
expected. Degrammaticalization, on the other hand, is typically not expected. These

expectations are summarized in (6.3).

(6.3) EXPECTED (common) UNEXPECTED (uncommon or impossible)
10/ > /t/ /t1 > 10/
grammaticalization degrammaticalization

Another way in which regularities are manifested is through directionality in the
propagation of change. Novel linguistic variants are usually expected to show some kind
of directionality over a period of time in their propagation through a language community.
They may either catch on and be used more frequently, diminish in use and disappear, or
continue to exist alongside an older variant. The exact pattern of propagation is not always
immediately noticeable. However, perceived direction may play a role in how changes are
first noticed.

There are primarily two ways in which changes and directionality are initially
encountered by individuals. First, through observing a variant that was not attested before
or by noticing that a particular variant is no longer used; Second, by noticing an increase
or decrease in the usage of a variant over time. The perception of a change is linked to how
the situation at two or more points in time are compared. A variant that used to be
uncommon (rarely encountered) at one point in time might become more common
(encountered more frequently) at a later time. Awareness of age-grading may also play a

role. Taken together, these may lead to an awareness of an ongoing trend where the increase
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of a new variant is understood in terms of directionality. When directionality has been
established there is often no reason to think the course of the direction might be altered. In
some cases, the directionality may be perceived to be in line with linear growth as in Figure
6.1. Note, however, that how individuals initially perceive change is not always in line with
the true patterns emerging from documentation over a longer period of time. For an
overview on linguistic work focusing on individuals’ awareness of language change, see

Kootstra & Muysken (2019).
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Figure 6.1. Perceived directionality. Individuals might understand directionality in an
abstract way through indirectly comparing two or more points in time w.r.t how many
encountered speakers use a particular feature. The perceived directionality might be in line
with a straight linear growth.

Various factors contribute towards emergent directionality in the propagation of change.

The transmission of linguistic variants plays a crucial role and so does age-grading and

possible (expected) and impossible (unexpected) changes. Grammaticalization can be
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taken as an example. As already noted, lexical words (or string of words) may acquire the
properties of a functional element through grammaticalization. The conventionalization of
grammaticalized elements gives rise to the expectation that these elements should
eventually be adopted by the whole language community. This is because grammaticalized
elements can be transmitted in a regular way as well as being introduced through
reinterpretation (grammaticalization) of variants already in the language. Furthermore,
these items are not expected to degrammaticalize as degrammaticalization is not as
common as grammaticalization. Although factors like these may partially account for
directionality in the propagation of a change, they do not provide information on the exact
trajectory a change may take. Naturally, there is a sense in which a change is expected to
catch on over time, especially if increased usage has been perceived in the past. However,
even in the case where a new variant is catching on, the adaptation of the variant by the
language community is unlikely to be in the form of a straight linear growth. Instead, a
more complex pattern might emerge, a pattern that might ultimately depend on the

granularity and type of information available for studying the pattern.

6.2.2 Attested trends and curves

Although changes may initially be perceived to follow a straight linear growth, they will
likely exhibit a more complex pattern when viewed systematically over longer periods of
time. The most common pattern in propagation of a change is an S-curve which initially
shows a slow uptake of a novel linguistic variant, followed by a rapid adoption by the
language community and finally the propagation slows down as the change reaches

completion, Figure 6.2.
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Figure 6.2. Documented directionality in the propagation of change tends to follow an S-
curve.

The repeated occurrence and the importance of the S-curve in language change has been
pointed out multiple times (Osgood and Seboek 1954; Bailey 1973; Kroch 1989; Pintzuk
1999; Croft 2000:183; Denison 2002; Pintzuk and Taylor 2006; Wallenberg 2009;
Nevalainen 2015; Pintzuk, Taylor & Warner 2017:221; Nevalainen & Raumolin-Brunberg
2017:53-58). It has even been noted that an approximately S-shaped curve may show up
on an individual level when lifespan changes are investigated (Raumolin-Brunberg 2005;
Nevalainen & Raumolin-Brunberg 2012; Nevalainen 2015). As mentioned by Nevalainen
& Raumolin-Brunberg (2017:79) the emergence of curves depends somewhat on how
changes are analyzed, namely the material used to measure the change and whether
changes are discussed in terms of binary choices (old vs. new variant) or not (on this
problem see Denison 2002:59-62). Furthermore, the propagation of change does not

always follow a perfectly shaped S-curve. Of the 14 changes Nevalainen & Raumolin-
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Brunberg (2017:79) discuss, many do not “replicate the model in an unequivocal way”
although they can still be related to it (see also Denison 2002:68 for S-curves in language
change not being as uniform as sometimes claimed). Additionally, the rate of change, i.e.,
how quickly new variants propagate, does not appear to be consistent across the board for
many changes; some are completed relatively quickly while others take a longer time to
reach completion. As to when changes are considered completed or not, one might follow
Nevalainen and Raumolin-Brunberg (2017:54-55) in mapping Labov’s (1994:67, 79-83)

five stages of ongoing changes onto an S-shaped curve in the following way:

Incipient below 15 per cent

New and vigorous between 15 and 35 per cent
Mid-range between 36 and 65 per cent
Nearing completion between 66 and 85 per cent
Completed over 85 per cent

Two stages, mid-range and nearing completion, can be linked to a part of an S-curve where
rapid adaptation of a variant is observed. This fits with a perception of propagation that is
‘slow, slow, quick, quick, slow’ (Denison 2002:56). The reason for the emergence of this
pattern may lie in the fact that variation may start among very few individuals, so the
majority of the population never encounters it. Later, speakers may encounter the new
variant to a greater extent, causing it to spread faster. Finally, uptake may slow down
because “the number of speech events where the shift can occur diminishes” (Nevalainen
& Raumolin-Brunberg 2017:53; Labov 1994:65-66).

Although S-curves (or approximation of S-curves) are commonly observed in the
propagation of change, not all changes follow this trajectory. Occasionally, changes are not
completed. They may show cyclic behavior where an alternation between increasing and
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decreasing in the novel variant is observed over time cf. Figure 6.3, or they may come to a
halt, even be reverted. Discussing failed changes, Postma (2010:282-203) suggests that the
these follow a bell-shaped curve, that they are related to successful S-curve patterns and
can be mathematically derived from them. Although interesting and relevant for

predictions that assume a certain trajectory, it is not discussed further here.

All

Most
Many var2
Some

Few

Speakers in the community

None

T1T T2 T3 T4 TS5 T6

Points in time

Figure 6.3. Sometimes changes may show a cyclic behavior where a repeated pattern of
increase followed by decrease in the new variant is observed.

Changes documented over an extended period may be expected to show propagation in the
form of an S-curve when successful.®” However, when documented frequently over a short
period, the question arises what kind of pattern may arise in addition to long-time

propagation curves or stable variation. This is discussed in Section 6.3.

37 The changes discussed by Nevalainen & Raumolin-Brunberg (2017) are documented over a period of
almost three centuries, i.e., from the early 15h century (1410) to the late 17th century (ca. 1681).
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Summarizing what was said above, it may be noted that language change, when
considered overall, is not random. The non-randomness gives rise to certain expectations
towards types of patterns that might emerge over an extended period of time. In case of
propagation of a change, a novel variant that becomes prominent is typically expected to
increase in use, i.e., unless there are special reasons to assume the opposite. Sometimes a
newer variant will not catch on but continue to exist alongside an older variant in the form
of stable variation. It goes without saying that it is not possible to know beforehand the
exact pattern the propagation of a change will follow nor how quickly certain situations
will be reached. However, with regular and systematic documentation of individual
changes, e.g., through time series with fixed intervals, it is possible to use emerging

patterns to predict what the future trajectory will be.

6.3  Patterns in language as seen through time series data

6.3.1 The structure of time series

A time series consists of individual data points (observations) that are sequentially gathered
over some period of time (Box, Jenkins & Reinsel 2008:1; Castle, Clements, Hendry,
2019:14-15; Hyndman & Athanasopoulos 2021:17). The points may consist of aggregate
data, such as how much beer was sold during a particular week, or they may represent a
single measurement, e.g., the temperature in a particular place at a particular point in time.
Time series may show various changes and fluctuations over time. Often, they can be
viewed as being composed of sub-patterns such as trends, cycles and seasonality along
with a remainder component which represents what is left when the other three have been

accounted for.
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The distinction between seasonality and cycles is important. Seasonality refers to
fluctuations in the time-series that occur at regular, fixed-length intervals and can be linked
to the time of day, week, month or year. For instance, more beer might be sold on Saturdays
than other days of the week, or the mean temperature in Iceland might peak over the
summer (June—July) and be lower all other months. Since seasonality is of a fixed length,
it is fairly predictable and can be easily accounted for (for further information see Section
6.3.3). Cycles behave differently. Although they also consist of upwards and downwards
changes over time, they are not of a fixed length and cannot be linked to the calendar year.
In some ways, cycles are similar to trends which represent long-term upwards or downward
change over time. Sometimes trend and cycle are lumped together into a single trend-cycle
component (this is done in Hyndman & Athanasopoulos 2021:59; see also further in
Section 6.3.2).

The decomposition of time-series involves identifying the key components (or sub-
patterns) of the series. The value y of an observation at any given time t, can be explained
by seasonality (St), trend-cycle (Tt) and a remainder component (R) at that time. The
remaining component is typically expected to fluctuate around zero, reflecting random
variation not captured by the other parts. The decomposition of a time-series can be either
additive or multiplicative, as in (6.4). Which one is used depends on the magnitude of
seasonal fluctuation and variation in the trend-cycle component. A multiplicative
decomposition is appropriate when variation of the seasonal and trend-cycle component
“appears to be proportional to the level of the time series” (Hyndman & Athanasopoulos

2021:64-65).
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(6.4) Additive decomposition y:= S¢+T¢+R:

Multiplicative decomposition y:= St XT¢XR¢

Although there is a tradition for documenting language change over extended periods of
time, the observations are often few and far between, and do not necessarily occur at regular
time-intervals. Constructing time series for language data where observations occur at
fixed time-intervals can be quite challenging. For the dataset to be useful for time-series
analysis and forecasting, it needs to include an adequate number of observations taken at
an appropriate frequency. While some suggest 50—100 observations (Box, Jenkins, Reinsel
& Ljung 2016:15), others maintain that there is no magic number (Hyndman &
Athanasopoulos 2021:419).% To ensure individual observations are comparable they must
be taken from a similar type of source over the whole period. This imposes restrictions on
the data that can be used and where it can be obtained from. Further restrictions come from
the frequency of the time series. If observations were to be recorded every ten years, with
each datapoint containing aggregated 10-year information on the attestation of particular
linguistic structure, one would need a minimum of 100 to 140 years of comparable data
sources and measurements to construct a time series of 10 to 14 observations. If the
frequency were to be lower, e.g., aggregated data for every year, one might only need data
from a minimum of 10-14 years period. As argued in Chapter 5, a small time scale has

many benefits (especially when it comes to obtaining information on ongoing language

% Hyndman & Athanasopoulos (2021:419) note that the “only theoretical limit is that we need more
observations than there are parameters in our forecasting model. However, in practice, we usually need
substantially more observations than that”.
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change in recent years) and it might provide valuable information on all sorts of
fluctuations and short time changes in language over time.

A priori, one may have certain expectations towards which patterns are found in
language data in light of regular time-series. Seasonality might, for instance, be expected
to emerge when observing the use of certain lexical items. It would not be surprising to
find that some vocabulary items tend to be used more frequently at certain times of the day
than at other times. As for language change, seasonal fluctuation is generally expected to
emerge as grammars are not hypothesized to change on time of day, week, month or year.
Instead, trends and cycles might be observed and play an important role. These types of

patterns are discussed further in the following two sections.

6.3.2 Trends and cycles

A trend is present when time-series exhibit an increase or decrease over an extended period
of time. Trends may appear in combination with cyclic patterns that show repeated rises
and falls in the time series. Although cyclic patterns can be somewhat regular, they differ
from seasonal patterns in that they do not occur at fixed “seasonal” intervals (see Section
6.3.3).

Both cyclic patterns and trends may be observed in language data over time. In the
case of language change, a new linguistic variant is generally expected to show an upwards
trend (see Section 6.2), reflecting the fact that it is being transmitted and adopted by a larger
and larger part of the population. Conversely, a variant that is disappearing from the

language is expected to show a downwards trend over time.
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In addition to trends, cyclicity can also be present in time series data that reflect the
propagation of language change. Various factors, such as language purism and selection of
variants, might contribute to the emergence of cycles. Sometimes changes are actively
fought against but never fully eradicated, resulting in the new variant repeatedly increasing
and decreasing over extended periods of time. Lexical elements or certain stylistic variation
may also show this kind of pattern. They may become popular and widely used, only to
fall out of use and later become popular again.

The introduction of the word pabbabrandari ‘dad joke’ into Icelandic shows a
strong positive trend when viewed as being in competition with older words that refer to
the same (or similar) concepts. The word, a compound made from the genitive singular
indefinite of pabbi ‘dad’ and nominative singular indefinite brandari ‘joke’, is used to refer
to silly jokes and puns often associated with dads. As Kristinsson (2023) notes, the word
is seemingly a direct translation from English dad joke or daddy joke, of which the
following is an example: I'm afraid for the calendar; its days are numbered.3®

Pabbabrandari is fairly recent in the language and has gained much attention and
popularity in the last few years, i.e., between c. 2016 and 2022. Older words that refer to
the same concept include fimmaurabrandari ‘cheap joke (lit. five aurar joke)’,
aulabrandari ‘silly joke, idiot joke’ and ordaleikjabrandari ‘word-game joke’. Although
some might argue that pabbabrandari is more specialized than both fimmaurabrandari and
aulabrandari, with dad jokes being a subset of the latter two (all dad jokes are silly, but

not all silly jokes are dad jokes), the words can nevertheless be viewed to be in competition.

39 At least three other variants of the calendar joke are attested on the internet: I'm afraid of the calendar. Its
days are numbered (Twitter, Chris@HoopSpaces, Oct 12, 2023), I'm afraid of the calendar because my days
are numbered (Twitter, niki ''@starrydrms, January 30th, 2024) and | fear for the calendar, its days are
number (Twitter, cee@xeeriuss, January 9™, 2023).
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The introduction of pabbabrandari might even be regarded to represent lexical
replacement. To demonstrate this, let us consider data from both Twitter and The Icelandic
Gigaword Corpus.

A search on Twitter (Twitter API v2) via the R-package academictwitteR (Barrie
& Ho 2021) targeted all forms, singular and plural, definite and indefinite, of the words
aulabrandari and pabbabrandari between January 1% 2009 and December 31 2021.4° No
results emerged for the year 2009 but both words were attested in the years that followed.
The frequencies of the two words for each each year are shown in Table 6.1 and Figure
6.4. If the 12-year period is summarized, the proportion of pabbabrandari is about 61%
and aulabrandari about 29%. However, when viewed on a yearly basis, it quickly becomes
apparent that pabbabrandari takes over as the more common word in 2017 when it makes
up about 60% of the examples. From 2017 onwards it continues to grow in usage.
When observing the proportion of pabbabrandari for every year, a strong positive trend
emerges. Figure 6.5 shows the proportion of pabbabrandari for every year from 2010 to
2021. A straight trend line with a confidence interval of 0.95 has been added to the plot

using geom_smooth() from the ggplot2 package (Wickham 2016).

40 At the time of the search, | overlooked the word fimmaurabrandari. When examining the data in 2023 and
realizing this, 1 no longer had access to the Twitter API v2 and could consequently not add the word to the
dataset.
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Twitter: aulabrandari vs. pabbabrandari

Year aulabrandari  pabbabrandari  Total
2010 1 (100%) 0 (0%) 1
2011 5 (c. 83%) 1 (c. 17%) 6
2012 4 (100%) 0 (0%) 4
2013 3 (75%) 1 (25%) 4
2014 10 (c. 67%) 5 (c. 33%) 15
2015 22 (c. 51%) 21 (c. 49%) 43
2016 24 (c. 55%) 20 (c. 45%) 44
2017 17 (c. 40%) 26 (c. 60%) 43
2018 15 (c. 34%) 29 (c. 66%) 44
2019 11 (c. 31%) 24 (c. 69%) 35
2020 14 (25%) 42 (75%) 56
2021 11 (c. 8%) 123 (c. 93%) 134
TOTAL 137 (c.29%) 292 (c. 61%) 477 (100%)

Table 6.1. Frequencies of the words aulabandari and pabbabrandari on Twitter over a 12-
year period, from 2010 to 2021. If viewed as being in competition, the word pabbabrandari

takes over in 2017 as the most common word for ‘silly jokes’.

Twitter:

Lexical items: aulabrandari and pabbabrandari

Frequency

2010

2015
Year

2020

Figure 6.4. Data from Twitter shows an increased usage of pabbabrandari ‘dad joke’
starting around or shortly after the year 2015 and peaking after 2020. Note that an older
word, aulabrandari ‘silly joke” has a seemingly rather stable frequency from 2010 to 2022.
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Figure 6.5. When considered to be in competition with aulabrandari ‘silly joke’, a strong
positive trend is observed in the usage of the word pabbabrandari ‘dad joke’ from 2010 to
2022.

Data from the Icelandic Gigaword Corpus (IGC, rmh=2022 cf. Steingrimsson et al. 2018)
provides additional insight into the use of pabbabrandari. The search in IGC targeted the
lemma of the three lexical items pabbabrandari, aulabrandari and fimmaurabrandari. Of
the 87 sub-sources available, 86 were used to observe the frequency of the relevant words
over a 22 year period (from 2000 to 2021, both years included).*! It should be noted that
the sources in IGC contain multiple different text types, i.e, everything from copy edited
newspapers to informal discussion threads on the internet (for further information on
sources in IGC see Chapter 8 and 9). Given that copy edited material containing formal
language is unlikely to quickly adopt certain kinds of innovation it may not be surprising
that the innovative word, pabbabrandari, appears to have a slower uptake in IGC than on

Twitter. Table 6.2 and Figure 6.6 summarize the number of examples of each lexical item

4L In fact, all 87 sub-sources in IGC were initially selected but once data had been obtained, examples from
Twitter were excluded resulting in only 86 of the sources being used. This was done because Twitter-data
had already been obtained independently through Twitter API v2.
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for every year. Note that pabbabrandari only makes up about 7% of the total examples
over the whole period. However, when attestations are viewed on a yearly basis, we see
that the earliest examples are from 2008 and 2009, with the word picking up in 2019 and
2020. In 2021 it exceeds both aulabrandari and pabbabrandari in raw frequency although

it only makes up around 46% of the examples.

IGC: aulabrandari vs. fimmaurabrandari vs. pabbabrandari

Year aulabrandari fimmaurabrandari pabbabrandari Total
2000 1 (c.14%) 6 (c. 86%) (0 (0%) 7
2001 11 (c. 65%) 6 (c. 35%) 0 (0%) 17
2002 18 (c. 67%) 9 (c. 33%) 0 (0%) 27
2003 56 (c. 78%) 16 (c. 22%) 0 (0%) 72
2004 50 (c. 62%) 31 (c. 38%) 0 (0%) 81
2005 55 (c. 64%) 31 (c. 36%) 0 (0%) 86
2006 69 (c. 63%) 41 (c. 37%) 0 (0%) 110
2007 51 (c. 77%) 15 (c. 23%) 0 (0%) 66
2008 48 (c. 67%) 23 (c. 32%) 1 (c. 1%) 72
2009 37 (c.63%) 20 (c. 34) 2 (c. 3%) 59
2010 29 (c. 55%) 24 (c. 45%) 0 (0%) 53
2011 17 (c. 41%) 24 (c. 59%) 0 (0%) 41
2012 15 (c. 35%) 28 (c. 65%) 0 (0%) 43
2013 8 (. 24%) 26 (c. 76%) 0 (0%) 34
2014 16 (c. 36%) 28 (c. 62%) 1 (c. 2%) 45
2015 19 (c. 43%)  25(c.57%) 0 (0%) 44
2016 16 (c. 43%) 21 (c.57%) 0 (0%) 37
2017 13 (c. 38%) 20 (c. 59%) 1 (c. 3%) 34
2018 15 (c. 19%) 60 (c. 78%) 2 (c. 3%) 77
2019 12 (c. 21,4%) 32 (c.57%) 12 (c. 21,4%) 56
2020 6 (c. 14%) 26 (c. 60%) 11 (c. 26%) 43
2021 14 (c. 13%) 44 (c. 41%) 50 (c. 46%) 108
TOTAL 576 (c. 48%) 556 (c. 46%0) 80 (c. 7%) 1212 (100%0)

Table 6.2. Overview of the frequency of the three lexical items, aulabrandari,
fimmaurabrandari and pabbabrandari in IGC from 2000 to 2021.
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Figure 6.6. A summary of the raw frequency of aulabrandari, fimmaurabrandari and
pabbabrandari as they appear in IGC between 2000 and 2021.
Each lexical item can be viewed proportionately to all attested examples every year, giving
rise to three separate time series that show a trend-cycle pattern. Looking first at the
proportions of pabbabrandari for every year, we can note that the lexical item is hardly
attested in IGC until 2017, after which it suddenly shows an upwards trend into the 2020s.
This is shown in Figure 6.7 where a LOESS smoothing line with a confidence interval of
0.95 has been added to the plot using geom_smooth() from the ggplot2 package in R.
Changes in the proportion of fimmaurabrandari ‘cheap joke’ look very different
from that of pabbabrandari. As observable in Figure 6.7, the lexical item accounts for the
majority of the examples in the year 2000 (out of seven attestations, fimmaurabrandari
occurred six times). Until around 2007, a downward trend in the use of the item is observed,
followed by an upward trend until around 2015. In or shortly after 2015 a second downward
trend occurs, continuing into the 2020s. The “ups” and “downs” give rise to a cyclic pattern

which is not linked to seasonality but occurs somewhat irregularly over longer periods of
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time. Interestingly, the initial downward trend in the use of fimmaurabrandari is mirrored
by an upward trend in the use of aulabrandari, shown in Figure 6.9. The usage of
aulabrandari peaks around 2005, after which it shows a continued downward trend into
the 2020s.

Viewing the three time series as parts of a single story, it might be hypothesized
that that up until ca. 2005 the words fimmaurabrandari and aulabrandari were in
competition, with younger generations favoring aulabrandari. The mid 2010’s witnessed
increasing usage of a new lexical item pabbabrandari which was modeled after the English
dad joke. Around the same time, fimmaurabrandari shows a mild come-back, possibly as
a witness to older generations partaking in discussions around ‘silly jokes’ which are now

typically referred to as pabbabrandarar.

IGC

Lexial item: pabbabrandari 'dad joke'

Proportion
o
9

2000 2005 2010 2015 2020
Year

Figure 6.7. The lexical item pabbabrandari is hardly attested from the early 2000s (there
are one or two examples here and there, cf. Figure 6.6. It is not until in and after 2019 that
it starts picking up and showing an upwards trend into the 2020s. A LOESS smoothing line
has been added to the plot to show the general trend of the usage of the word.
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Figure 6.8. The lexical item fimmaurabrandari appears to show a somewhat cyclic pattern.
From 2000 to 2005 there is a downwards trend, followed by an upwards trend to 2015 and
then a second downwards trend into the 2020s. A LOESS smoothing line has been added
to the plot to show the general trend in the usage of the word.

IGC

Lexical item: aulabrandari 'idiot joke'

Proportion
)
N

2000 2005 2010 2015 2020
Year

Figure 6.9. From 2000 to 2005 there appears to be an upwards trend in the use of the lexical
item aulabrandari, followed by a downward trend that continues into the 2020s. A LOESS
smoothing line has been added to the plot to show the general trend in usage of the word.

The question is whether the introduction and propagation of pabbabrandari ‘dad joke’ into

Icelandic represents a true instance of lexical replacement or not. As already noted, some
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individuals maintain that the new word is not necessarily completely identical in meaning
to aulabrandari and fimmaurabrandari. It has been suggested (e.g., Kroch 1989;
Wallenberg 2019) that when two structures have a similar meaning, they may either
compete for functional space or specialize. Based on this, one may want to keep the
possibility open that aulabrandari and fimmaurabrandari are in direct competition which
may result in lexical replacement. In fact, there are several reasons to lean towards this
option.

Using the online library portal timarit.is it is possible to construct a chronology of
the usage of the three words. The oldest word is fimmaurabrandari, being attested since
1948 (Pjodviljinn 1948, April 27th). Note that the word itself is closely linked to the
Icelandic currency system (lcelandic krona) where eyrir (pl. aurar) was a coin representing
a hundredth of a krona. Naturally, the word fimmaurabrandari is only transparent to
individuals who are familiar with aurar. Since the distribution of aurar stopped in the late
80’s and early 90’s (Numismatic collection of the Central Bank and National Museum of
Iceland 2002) and the coins ceased being accepted as currency in the early 2000’s,
individuals born around and after that time may be considered unlikely to adopt the word
fimmaurabrandari. Interestingly, this fits well with the introduction of aulabrandari which
was first attested in 1976 (Visir 1976, July 22"9).

As to the rise of the word pabbabrandari in the 2010’s, increased usage of the word
can be linked to how prominent the phenomenon has been in public discussions in recent
years. The saliency is not just obvious in Iceland but also abroad, reflected in multiple
online articles on the phenomenon. The quick adaptation of the word pabbabrandari may

have spurred a slight increase in the usage of fimmaurabrandari. At least some individuals
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partaking in early discussions on ‘dad jokes’ can be assumed to have been between the
ages of 45 and 60. If this is the case, they must have been born between 1955 and 1970,
placing them in a time where aurar were still being issued and used. It would thus not be
surprising if they were more familiar with the lexical item fimmaurabrandari than the
newer word pabbabrandari. The diminishing use of aulabrandari remains to be explained
but might be linked to English influence.

The example taken above, i.e., the documentation of the usage of three lexical items
over a 12 (Twitter) to 22 (IGC) year period, serves the purpose of pointing out trends and
cycles in time series data. Ultimately, trends and cycles (or a trend-cycle component, when
the two are treated together) are the patterns that matter the most in language change. They
capture both the general direction of changes as well as some “fluctuations” that may be
relevant. Interestingly, it is possible to observe changes in directionality in the usage of
some lexical items in less than a few years. Note that this is a shorter period than a
generation, i.e., when ‘generation’ is taken to refer to a period of 15-30 years. The short-
time changes highlight the importance of observing language use rather than just
acquisition. They also suggest that it might be informative to track and document language

change over relatively short periods of time.

6.3.3 Seasonality
Time series sometimes show regular variation that can be linked to seasonality, for instance
the time of day, week, month, or year. Seasonal variations always occur at fixed time

intervals and are repetitive and predictable (Hyndman & Athanasopoulos 2021:59); they
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are different from cyclic patterns discussed in Section 6.3.4 which do not occur at fixed
time intervals.

Time series that record phenomena like temperature or sales figures frequently
show seasonality. In these cases, the variation is linked to the time of day or the time of
year. Figure 6.10 shows the monthly mean temperatures recorded at Storhéfdi between the
years 2000 and 2015. Note that lower temperatures systematically occur around the
beginning and end of each year, while higher temperatures are recorded during the summer

months.

2000 2005 2010 2015
YearMonth [1D]

Figure 6.10. Monthly mean temperature (given in °C) at Storhofoi, recorded from 2000 to
2015 (data obtained from the Icelandic Meteorological Office https://vedur.is/). Observe
the seasonal fluctuations.

Seasonal fluctuations may occur for various reasons all of which can be linked (directly or
indirectly) to the time of day or the time of year. Air temperature, for instance, is

determined by multiple factors, including incoming solar radiation which in turn is affected

by the rotation of the earth. Sales figures reflect human behavior which is often influenced
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by the weather and events in the real world. The question here is whether seasonality should
be expected in language data.

In order for language data to show seasonal patterns, regular and consistent
fluctuations must be present. It is not enough for the series to show time related variation
once or twice. Rather, the variation must be regular and occur at fixed time intervals. In
this context, it is useful to distinguish between grammar and language use. It is, for
instance, hard to picture a scenario where the mental grammar of an individual is subject
to seasonal variation. An individual who always rejects certain syntactic structures in the
early morning while finding those same structures consistently grammatical in the
afternoon simply sounds fantastical. However, the use of certain lexical items may — and
indeed does — show seasonality. Below are some examples ranging from daily to yearly
seasonality.

Yearly seasonality emerges quite expectedly in data reflecting language use. Many
cultural phenomena such as festivals, travels, and school related events are directly linked
to the calendar year. It is only natural that topics related to these events should be more
frequently discussed leading up to the time of the events until shortly afterwards. For
instance, people may talk more about Christmas in November, December and at the
beginning of January than they do in May or June. Words such as jélaskraut ‘Christmas
ornament’, jolapakki ‘Christmas present’ and jolaandi ‘Christmas spirit” are thus likely to
correlate with the Christmas period. Figure 6.11 shows the raw frequency of the word
jolapakki ‘Christmas present’ every month from January 1998 to December 2019. The data

was obtained from IGC.*?

42 The search in IGC targeted the lemma jolapakki which means that all forms of the word, nominative,
accusative, dative and genitive both singular and plural were included.
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The use of the word jélapakki 'Christmas present' from 1998 to 2019

Frequency

UL JWJ |

. ' '
2000 2005 2010
Time

Figure 6.11. Monthly frequency of the word jolapakki ‘Christmas present’ from January
1998 to December 2019.
Notice the regularities in the pattern in Figure 6.11. This is due to the word jolapakki mostly
appearing in written material between November and January. During the other nine
months (February to October) the word occurs rarely or not at all. Although it may seem
like the overall trend is for the word to increase in usage from year to year (compare the
end of year 1999 with roughly 50 occurrences of jélapakki to the end of year 2018 with
over 125 occurrences), this might simply be due to the corpus having more material in later
years.

Much like in the case of the word jolapakki ‘christmas present’ which occurs more
frequently in the time shortly before and after Christmas, the use of words related to
monthly events might correlate with the occurrence of those events. Examples of

phenomena that might be expected to give rise to monthly seasonality in Icelandic language
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data include monthly salaries, bills, horoscopes and the publication of some periodicals, cf.

(6.5).

(6.5) fullt tungl ‘full moon’, leiga ‘rent’, manadarleg timarit ‘monthly periodicals’,

reikningar ‘bills’, Gtborgad ‘paying of salaries’, Utborgunardagur ‘payday’.

In an attempt to establish monthly seasonality in language data a search was made on
Twitter for some of the items in (6.5) for the period 2020-2022. Unfortunately, no seasonal
patterns were detected. This need not disprove the existence of monthly seasonality in
language data, but could simply be due to there not being enough data for the seasonality
to emerge. The results for Utborgunardagur ‘payday’ might be in favor of this assumption.
While the word occurs very rarely on Twitter, the few instances of it are clustered around
the end and beginning of each month.

Unlike monthly seasonality, weekly seasonality is readily detected in Icelandic
language data on Twitter. Examples are provided featuring two lexical items: fostudagur
‘Friday’ and fossari ‘Friday (slang)’. Although both words refer to Friday they are
generally not considered to be in direct competition. The word fostudagur is the regular,
unmarked lexical item while fossari is a recent slang, typically used when individuals want
to capture the feeling of there really being a Friday (Kristinsson 2023).

For fostudagur, only information on the nominative singular form (féstudagur) was
gathered. For fossari, both the nominative singular (fossari) as well as accusative, dative
and genitive singular (féssara) were obtained. Note that the data is not scaled or

transformed in any way. The results simply show the raw frequency of occurrence.
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Figure 6.12. Shows the raw frequency of the word fossari on Twitter from January
2022 to December 2022. Although not immediately obvious, the use of the word spikes
roughly every seven days, suggesting weekly seasonality. This becomes clearer once each
week of 2022 is plotted on top of each other on the same figure, showing the frequency

one day at a time as in the seasonal plot in Figure 6.13.

The use of the word féssari 'Friday' on Twitter

8-

Frequency
-

AL

Jan 2022 Apr 2022 Jul 2022 Oct 2022 Jan 2023
Time in days

Figure 6.12. The word féssari, slang for ‘Friday’, on Twitter in 2022. The raw frequency

is plotted in black; a moving average of order 3 is plotted in pink, highlighting regularities
in the pattern.
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féssari from January 2020 to December 2022
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Figure 6.13. The frequency of the word fossari ‘Friday (slang)’ on Twitter plotted for every
day of the week from January 2020 to December 2022.

It might be difficult to conceive of daily seasonality arising in language data. For such a
phenomenon to emerge, a pattern must show regularities that correlate with the same time
every day. Interestingly, the use of the word kvold ‘evening’ does exactly this. A search on
Twitter targeted all indefinite singular forms of the word, i.e., kvold
(nominative/accusative), kvoldi (dative) and kvolds (genitive). Results for the period

January 2020 to December 2022 yielded a total of 46.855 examples. These are shown on

a hourly time series graph in Figure 6.14.
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the form 'kvold' from January 2020 to December 2022

frequency
S

2020 2021 2022 2023
date and time

Figure 6.14. Hourly frequency of the indefinite singular forms of kvold ‘evening’ in all
cases (nominative, accusative, dative, genitive) over the period January 2020 to December
2022.

When each week of the three year period (2020-2022) is plotted independently, hour-by-
hour, a seasonal pattern emerges, shown in 6.15. Here the frequency of the word is the
highest in the early afternoon of each day and is followed by a sharp drop in use over nights.

Also note the presence of weekly seasonality where a spike in usage of kvold occurs

repeatedly on Saturdays.
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the form 'kvold' from January 2020 to December 2022
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Figure 6.15. The frequency of the word kvold ‘evening’ on Twitter from January 2020 to
December 2022. Each week (Monday to Sunday) is plotted hour-by-hour on top of each
other.

When the same data points are plotted hour-by-hour over the period of a single day the
daily seasonality becomes more noticeable, Figure 6.16. While there is certainly some
variation over the course of the day, a peak in use is nevertheless detected from shortly
before noon into the early afternoon. This suggests that individuals on Twitter use the

indefinite singular of the word kvold ‘evening’ in all cases more during a 5-hour period

between 10:00 to 15:00 than at any other time of the day.
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the form 'kvold' from January 2020 to December 2022
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Figure 6.16. The frequency of the word kvold ‘evening’ on Twitter from January 2020 to
December 2022. Each day is plotted hour-by-hour on top of each other.
All the examples above (the use of the words jélapakki ‘Christmas present’, fostudagur
‘Friday’, fossari ‘Friday (slang)’ and kvold ‘evening”) show that everything from daily to
yearly seasonality can be detected in data reflecting language use. As for sub-daily
seasonality, the existence of such a pattern seems not applicable. First of all, access to data
of such granularity is needed to figure out if hourly patterns exist. Second, it seems highly
unlikely that a pattern in language use would repeat itself every hour. Should such a pattern
exist it would be quite surprising.

Note that the seasonal patterns discussed in this subsection all apply to the use of

certain lexical items and not to grammatical phenomena. In other words, they do not cover
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things such as variation in grammaticality judgments, lexical replacement, case marking
with certain predicates, changes in functional categories or any other such phenomenon.
Although seasonality may not turn out to be an essential factor in language change,
itis important to be aware of such patterns in the data. When measuring language change
over time, there are chances that seasonality might emerge as a result of language use. As
already noted (Chapter 3), language use plays a crucial role in transmission of linguistic

variants and therefore it is important for the study of language change.

6.4  Extrapolating from emerging patterns
Already established patterns of propagation give a valuable insight into how various types
of changes diffuse through a community of speakers. The most common pattern found in
propagation of change is an S-curve (or an approximation of an S-curve) which has been
documented for numerous changes and is typically observed over an extended period of
time, i.e., over decades to hundreds of years (see Section 6.2). However, not all changes
follow an S-curve. Occasionally changes do not catch on but continue to exist in the form
of stable variation or show some form of cyclicity when innovative variants go through
periods of increase and decrease. In some cases, changes may even be reverted and
disappear. For these reasons it may not always be ideal to simply assume a certain
development a priori. It may prove useful to study emerging patterns on a smaller time
scale and use those to extrapolate from into the future.

In Chapter 5, it was argued that changes should be documented at regular short-
time intervals, such as over months, quarters, and years. Tracking change in this fashion

gives rise to regular time series which may provide new insight into propagation of change

146



and language data in general. As discussed in Section 6.3, individual observations in time
series (yt) can be regarded to be composed of sub-patterns or component parts. These
components are trend-cycle component, seasonal component, and a remainder component.
The trend-cycle component is no doubt the most important one for language change as it
can show general trajectories of propagation over time. While a seasonal component is not
expected to emerge in data on language change,*® it does show up in language data that
represents language use. For instance, words like jolapakki ‘Christmas present’ can be
shown to mostly occur in printed material during the months leading up to Christmas and
in early January. At other times of the year the word is either absent or occurs very rarely,
thus showing yearly seasonality. Weekly seasonality can be detected in words such as
fostudagur ‘Friday’ and fossari ‘Friday (slang)’ where data from Twitter shows that these
tend to (unsurprisingly) occur most frequently on Fridays. Even daily seasonality may be
found in data representing language use. As an example, the word kvold ‘evening” mostly
shows up in the second half of the day. Needless to say, the emergence of seasonality in
online data is due to the behavior of individuals and not to how language works. There is
nothing inherent about language that calls for the use of fostudagur ‘Friday’ more on
Fridays than any other days of the week. It is simply the case that Fridays appear to be
culturally important; it is the last day of the typical work week, occurring right before the

weekend. It is possible that words such as midvikudagur ‘Wednesday’ could also show

43 Although seasonality will unlikely show up in data documenting language change, certain types of time-
series decompositions will nevertheless hypothesize a seasonal component in case a time series consists of
weekly, quarterly, or monthly observations. However, the seasonal component is so small that it does not
find its way into time series modeling and forecasting (see further in discussion of the time series in Chapter
8 and9).
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seasonality, but this is less certain as people (at least in Iceland) may have less reasons to
openly talk about Wednesdays consistently on a particular day of the week.

Turning back to language change, time series data gathered at regular intervals
(monthly, quarterly, yearly) may prove useful when studying propagation of change. Not
only is it possible to learn more about both language use and language change from
gathering this type of data, but it also offers a somewhat neutral way of approaching change
over time. This is because they do not assume that changes will propagate in any particular
way, but rather allow for patterns (and changes in patterns) to unfold over time. By
documenting changes at relatively short intervals, one may learn more about patterns that
have already been established (such as S-curves, cycles, stable variation and failed
changes) and something of lesser known patterns such as seasonality and how much
randomness may appear in data over time. This may lead to a better understanding of the
distinction between variation in language usage over time and long-time trends in language
change over time. It may also provide information on speed of changes, how quickly the
direction of propagation may change and how language use affects propagation of change.
In short, time series data may provide a new perspective on the propagation of language
change through the creation of a new type of data. Such data is also compatible with
forecasting methods relying on regular time series and can thus be used to make predictions
about changes in the future. Using time series for forecasting can lead to a better
understanding of the phenomenon of study and of the type of data needed to generate better
forecasts. Finally, such data is also useful in evaluating forecasts and the status of changes

at a particular period of time.
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Studying patterns in time series data and using them to produce forecasts does not
mean that commonly observed patterns in language change have no role in the forecasting
process. On the contrary, they can be used indirectly to evaluate forecasts in such a way
that the output of a forecasting model is compared to expectation based on what has
previously been noted on the trajectory of change. In other words, they can function as a
way of “checking” if the forecasts match what is previously known about language change.
Thus, one may ask questions such as whether emerging patterns are in accordance with
expectations towards propagation of change (e.g. do they show an emerging S-curve) or,
if not, why unexpected patterns appear and what role they may play in language

transmission, language use and language change.
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7 Preliminaries

7.1  The forecasting situation
7.1.1 The purpose of the forecasting
Forecasts are usually generated with a specific purpose and a particular audience in mind.
The purpose and the audience are usually intrinsically linked as the goal of forecasts is
typically to assist users with decision-making on some level (e.g., Hoff 1983:3;
Makridakis, Wheelwright & Hyndman 2018:2-3; Castle, Clements & Hendry 2019:50;
Hyndman & Athanasopoulos 2021:14-15). As discussed in Chapter 2, this is not always
the case for language forecasting. While language forecasting can be useful for language
planning and revitalization, it was argued to also be a method to study language change.
The forecasts presented in the following chapters (see Chapter 8, Sections 8.5.2—
8.5.4 for & bak vid and vid hlidina &, and Chapter 9, Section 9.5.2-9.5.4 for hlakka til),
along with description of methodologies and data (Chapter 8, Section 8.4 and Chapter 9,
Section 9.4), are directed towards linguists who are interested in language change, the
propagation of change, and predictions made about a future state of a language. The
purpose of the forecasts is to test commonly used forecasting methods on available
language data in an attempt to predict the state of affairs in the future. The methods are
based on the general assumption that the past contains information on what the future has
in store. The models that are used rely on regular time series and may incorporate
exponential smoothing or autoregression (see 7.2.4). The hope is that the results will

contribute towards better understanding of language forecasting, especially regarding what
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type of data can be used for these purposes, what factors need to be taken into consideration
and how far into the future forecasts can be made. As already discussed (Chapter 6), studies
on language change have given rise to expectations towards how changes come about and
how they might propagate through a language community. Documentation of variation and
change through regular time series allows for (re)evaluation of these expectations.
Additionally, by generating predictions about the future, expectations can be further

evaluated, and new ones generated.

7.1.2 The context of the forecasting

No forecast is made in a vacuum or without a context. The forecasts presented in the
following chapters presuppose several factors relevant for their interpretation. The most
important of these is the continued transmission of the Icelandic language and the relevant
linguistic structures to new generations of native speakers. If this condition is not met the
forecast will fail, not because the methods or the data were inappropriate, but because an
unexpected event, not factored into the forecast, occurred. It can be useful to distinguish
between failures due to unexpected events and failure based on bad data or inappropriate
modeling, as the latter is typically more informative about the forecasting procedure
including data gathering and annotation. To illustrate the difference further, one might
imagine an analogy to the copying of manuscripts. Each time a text in a manuscript is
copied, changes (including errors) may be introduced. Some errors might be predictable.
When a manuscript has been copied, observed errors can be compared to predicted errors.
Any method and data used to predict the errors can then be evaluated in the light of what

ended up happening. In the case the manuscript was not copied at all, none of the
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predictions will be born out. Since the reason for the predictions not being born out can be
traced to the manuscript not being copied at all, there is no way of evaluating any of the
forecasting methods or the data used to generate the prediction. The predictions are based
on copying taking place. Similarly, predictions regarding the propagation of particular
structures within a given language presuppose a continuous transmission of that language.

For the case studies presented here (see Chapters 8 and 9) it is not enough for the
language to be transmitted, it must also continue to be used. If speakers suddenly opt to
avoid the relevant structures altogether, naturally occurring E-language data will not
contain the structure under investigation and predictions cannot be checked against attested
observations. Thus, unless otherwise specified, forecasts based on E-language data tacitly
assume continued transmission and use of particular structures.**

Other factors that are presupposed and matter for the interpretation of the forecasts
include the assumption that the language data that is used to generate a forecast is, in some
way or another, representative of the language community, and that emerging patterns in
the time-series are not random or meaningless. Unlike the previous two factors, i.e., that
the language must continue to be transmitted and used, the meaningfulness of the data can
be tied to how variation and change is measured. Language data sampled at very short
intervals may show seasonal- or trend-cycle patterns that do not necessarily contain
obvious signals relevant for language change. Conversely, data gathered at very long
intervals may miss out on important information. The amount of data and frequency of a
construction of interest may also play a role in whether a meaningful signal emerges from

historical data. There are, of course, numerous ways in which variation can be measured

4 An exception from this is when a forecast explicitly accounts for diminishing use or disappearance of a
particular language or a structure within a language.

152



(see Chapter 5). For the case studies presented here, documentation is based on the
proportion of the innovative variant(s) versus other possible variants at a given time.

To sum up, the factors in (7.1) are tacitly assumed to hold for the forecasts produced
in the following chapters. Note that the first two can be thought of as social factors that
represent necessary conditions for the forecast to be interpreted. If (7.1-i) and (7.1-ii) are

not met, the forecast will necessarily fail.

(7.1) i. The language continues to be transmitted and used (sociolinguistic factor)
ii. Relevant structures continue to be transmitted and used (sociolinguistic factor)
iii. The data is representative of the situation (nature of data)

iv. Emerging patterns are meaningful (data and methodology)

The Factors in (7.1-iii) and (7.1-iv) are of a different nature than those in (7.1-i)—(7.1.ii),
being linked to the quality of the data and the general forecasting methodology. If the
factors in (7.1-iii) and (7.1-iv) do not hold, the forecast can still be evaluated and may lead
to improvement in these areas.

One might ask how likely the assumptions in (7.1-i)—(7.1-ii) are to hold for a
language like Icelandic that is spoken by less than 400,000 people. There is no
straightforward answer. Scholarly literature (Hilmarsson-Dunn & Kristinsson 2010) and
recent discussion on social media such as Facebook and in newspaper articles point towards
the status of Icelandic not being as strong as it used to be. For instance, concerns have been
raised about Icelandic youth not understanding various vocabulary items (for a discussion

see Rognvaldsson 2023, October 18™), some of which might be claimed to be quite “normal
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but perhaps a bit old fashioned” (Semundsson 2022, December 31%). Related to this, recent
results from the Programme for International Student Assessment (PISA) suggest that only
53% of Icelandic boys aged 15 have basic reading comprehension skills in Icelandic
(Sigurjonsdattir 2023, December 5™ so it does perhaps not come as a surprise that
vocabulary may affected. Furthermore, it has been pointed out that the domain of language
use might be shrinking for Icelandic (Rognvaldsson 2020). English is becoming more
prominent in advertisements of all sorts, and at least one company has recently chosen to
change the name of one of their products from Icelandic to something that sounds more
international, i.e., from Toppur to Bon Aqua (Online news article 2023, June 30th).
Rdgnvaldsson, who has been very forward in discussing the current situation of Icelandic,
has noted that the use of foreign languages has increased substantially in the last few years.
He notes, echoing Rask’s 1813 foreboding prediction about the future of Icelandic, that “if
everything continues as it is, it is not inconceivable, even likely, that English will have
succeeded Icelandic as the main language of communication in the country around middle
of this century” (R6gnvaldsson 2023, May 12th).*> Despite these concerns, data gathering,
annotating and forecasting in this dissertation is done under the assumption that Icelandic
will continue to be transmitted and used in the next two decades, at least.

Currently, no limits have been established on the length of the forecasting horizon
for the propagation of language change. In Chapter 5, it was suggested that time series data
might be used for short-range language forecasts, potentially reaching into the mid-range.

Short-range forecasts were defined as being shorter than 15 years and mid-range forecasts

45 Translation mine. Original text is as follows: “En ef svo fer fram sem horfir er alls ekki 6hugsandi, og
jafnvel liklegt, ad um midja pessa 6ld muni enska hafa tekid vid af islensku sem adalsamskiptamalid i
landinu.”
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were considered to apply to everything between 15 to 30 years. Beyond 30 years was
claimed to belong to long-range forecasting. These definitions will no doubt need to be
revised in coming years, depending on the accuracy of times series forecasting with
language data.

Forecasts based on time series are made one or more steps ahead, where each step
is equal to the time interval between individual observations in the series. In case of a
yearly series, one step ahead prediction provides values for one year into the future. In case
of a quarterly series, the one step ahead prediction reaches one quarter into the future.
Forecasts tend to become more uncertain the further ahead predictions are made. Thus,
forecasting 15 periods into the future, which is within the claimed short-range of language
forecasting, can give rise to inaccuracies. How (in)accurate the short-range language
forecast might depend on whether the time series consists of monthly, quarterly or yearly
observations.*® The frequency of observations in the time series matters for how far
predictions can be made (Castle, Clements & Hendry 2019:15). Forecasts made 15 steps
ahead may cover different lengths of time depending on the frequency of observation. For
yearly time series, 15 steps equal 15 years. For quarterly series, it amounts to little less than
four years. For monthly time series, 15 steps equal one year and three months. If predictions
are to be made regarding the situation of a particular linguistic phenomenon in the next 20
years, a 20 step ahead prediction for yearly series would be needed, 80 step ahead
prediction for quarterly series and 240 step ahead prediction for monthly series. It stands
to reason that anything above 15-30 steps ahead might result in a poor forecast accuracy,

i.e., for the predictions furthest in the future.

46 Inaccuracies will also depend on whether “raw” time series are used to make predictions or whether some
form of smoothing or extraction of trend is done.
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When preparing to make predictions about the future, a time series is usually split
into a training set and a test set. The training set is used to choose and fit a model while the
test set is used to evaluate how well the model does at forecasting. According to
convention, the test set should typically include about 20% of the time series and “should
ideally be at least as large as the maximum forecast horizon required” (Hyndman &
Athanasopoulos 2021:135). Both of these general rules of thumbs are flouted in the present
study. The training period used here is about 10% of the series and predictions are
consciously made for anything between 15 to 30 steps into the future. There are several
reasons for doing this. First, the time series used here already contain relatively few
observations that cover a short time span (from ca. 11 to 19 years) and setting aside
observations risks making the series too short to be used for time series analysis and
forecasting. Second, setting aside large amounts of data from an already short time series
means recent trends might not be accounted for in model selection. Third, language
forecasting is in its infancy, and it is still unknown how many steps into the future it makes
sense to project language data. Fourth, there is nothing to lose by projecting further into
the future than just three or four steps. Rather, information might be gained about where

(how many steps into the future) things start to go horribly wrong.

7.2  Forecasting methods

7.2.1 General background, workflow, and model choice

The methods used here fall under non-explanatory statistical approaches and they rely on
historical data in the form of regular time series (e.g. Makridakis & Wheelwright 1978:14—

16). Typically, time series consist of sequential observations equally spaced in time (e.g.,
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Box, Jenkins & Reinsel 2008:1).*" Importantly, more recent data values are thought to be
dependent on previous values. Thus, since time series analysis and forecasting deals with
picking out patterns in the series and extrapolating them into the future, there is no such
thing as one model fits all. Models are selected based on the properties of the time series
of interest. However, which family of models is to be used, i.e., which general approach
one adopts, can be chosen beforehand.

For the case studies and forecasts in Chapters 8 and 9, a tidy workflow was
followed, as recommended by Hyndman & Athanasopoulos (2021:105). This involves i)
preparing the data, ii) visualizing the data, iii) specifying a model, iv) fitting the model to
training data, v) evaluating the outcome and, finally, vi) forecasting. The majority of these
steps were done using R (R Core team 2021) and RStudio (Posit team 2023) with the
package fpp3 (Hyndman 2023) which attaches a number of additional R packages relevant
for forecasting and visualization, e.g., fable (O’Hara-Wild, Hyndman & Wang 2021) and
ggplot2 (Wickham 2016). Descriptions of models and evaluations of fit and forecasts are
adopted from Hyndman & Athanasopooulos (2021).

Data preparation was, no doubt, the most time-consuming task of the six steps in
the workflow. It was done between January 2021 and June 2023 and involved extracting
data from the Icelandic Gigaword Corpus (rmh=2019, rmh=2022 cf. Steingrimsson et al.
2018) as well as from Twitter (https://twitter.com/), cleaning the data, annotating it and
making sure it was in the correct format for time series analysis, i.e., it had to contain one
observation for each time period with the observations being equally spaced in time.

Observations were based on an aggregated number of examples for each time period and

47 Any series that contains observations ordered sequentially in time is considered a time series (e.g., Box,
Jenkins & Reinsel 2008:1). Regular time series contain observations equally spaced in time.
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documented the proportion of a novel variant. As an example, if a structure were to be
attested 200 times in Q1 of a particular year, having an innovative feature 50 times, the
observation for Q1 of that year would be 50/200 or 0.25 (25%). A more detailed description
of the data gathering and annotation can be found in Chapter 8, Section 8.4 and Chapter 9,
Section 9.4. Visualization of important aspects of the overall data is also provided there.
As already noted, a time series is typically split into a training set and a test set
before forecasts are made. Values fitted to training data are referred to as fitted values.
Forecasted values are those that predict the test data and any future period. The fit of a
model to the training data can be evaluated based on residuals, i.e, the difference between
observed values and fitted values (7.2). For evaluating how well a model does at predicting

new observations, forecast errors (7.3) are used.

(7.2) residuals

et = VYt -

(7.3) forecast errors

€r+n = YVT+h _y\T+h|T
Further information on how models and forecasts are evaluated are provided in section

7.2.5. Figure 7.1 summarizes the difference between training data, test data, fitted values,

forecasted values, residuals and forecast errors.

158



Training data Test data

e

/T— ]H“” Forecast errors

‘\.

Residuals g

NS

Forecasted values

A J

Fitted values

Figure 7.1. In preparation of forecasting, a time series is split into training and test data. A
model is fitted to the training data (fitted values) and used to generate a forecast for the
period of the test data.

Before a model is fitted to the training data, there is a choice of using the raw time series
or transforming or changing the series in some way. For instance, moving averages might
be used to smooth out the data and eliminate noise that is considered unimportant. The
higher the order of the moving average part, the smoother the data. While moving averages
can be useful to smooth data, they tend to somewhat shorten the time series.*® Since the
time series used in the present study are already relatively short, a choice was made to use
the raw series. In some cases, a log transformation was used in the forecasting to ensure
predictions would stay on a positive scale (Hyndman & Athanasopoulos 2021:411-413) as

it makes little sense to obtain negative predictions when the values concern proportion of

481 make a distinction here between using moving averages to smooth data before forecasting (data
preparation) and using moving averages as a part of forecasting. Forecasting methods that rely on time series
decomposition may use moving averages to estimate the trend-cycle component (Hyndman &
Athanasopoulos 2021:69-75). Other forecasting methods, e.g., ARIMA, may use moving averages of error
terms as a part of predicting a future value (Hyndman & Athanasopoulos 2021:276-277).
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examples featuring an innovative variant. When doing this, forecasts are computed on a
transformed series and then automatically back-transformed to the original scale.

As already mentioned (Chapter 4), various methods exist for making forecasts,
ranging from informal guessing to complex formal forecasting systems (see discussion in
Castle et al., 2019:22; Hyndman & Athanasopoulos, 2018:12-14). The methods used here
rely on regular time series and focus on extrapolating some aspects of the historical data
into the future. The methods are non-explanatory in that they only take into account
already-observed values of the phenomenon of interest and do not incorporate other factors
that might affect propagation of change. The assumption is, of course, that the future will
in some way be similar to the past, i.e., similar to today, yesterday and so on.

Three to four simple models were fitted to the training data and used to predict
observations for the test period. For time series with yearly observations, three basic
models were fitted, a Naive model, a Mean model, and a Drift model. For time series with
quarterly observations, a Seasonal naive model was also used. For explanations of these,
see Section 7.2.3. The simple models served as benchmark forecasting methods, i.e, they
were used to compare more complex models to. Only if the complex models performed
better at predicting new values than the simple models, were they used to generate
forecasts.*® Explanations of how model fit, point forecasts and forecast distributions are
evaluated are found in Sections 7.2.5 and 7.2.6, respectively.

Once simple models had been fitted to the training data and used to predict the test
data, more complex models were tested. These were innovations state space models for

exponential smoothing (ETS for Error, Trend, Seasonal) and Autoregressive Integrated

49 In at least one instance, a more complex method was used to generate a forecast for future time periods
when a simple model provided a more accurate prediction for the test period.
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Moving Average models (ARIMA) that rely on lagged-time values of the phenomenon of
interest. Both approaches involve studying patterns in the time-series and extrapolating
them into the future. Exponential smoothing methods rely on weighted averages of past
observations with the weight decreasing exponentially the older the observations are.
ARIMA models focus on autocorrelation using time-lagged values of the phenomenon to
be forecasted (e.g., Hyndman & Athanasopoulos, 2018; Makridakis et al., 1978). In
general, ARIMA models as well as exponential smoothing methods are widely used for
forecasting and are appropriate for most, if not all, types of time-series data. They can and
have been used on everything from economics and spread of Covid 19 to behavior of
people, for instance when it comes to beer consumption. ETS and ARIMA models are

explained further in Section 7.2.4.

7.2.2 Time series decomposition and other features

As described earlier (Chapter 6), time series can be decomposed into a trend, cycle, and
seasonal component. Sometimes the trend and cycle are lumped together into a trend-cycle
component or simply trend (this is done in Hyndman & Athanasopoulos 2021). Thus, a
value y at a given time t in a time series, can be explained by seasonality (St), trend (Tt) and
a remainder component (Ry) at the relevant point in time. The remainder component is
simply what is left over when trend and seasonality have been removed. The decomposition
can be either additive or multiplicative, see (7.4), and which one is used depends on the

magnitude of seasonal fluctuation and variation concerning trend and cycle.
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(7.4) Additive decomposition yi= St+Tt+Re

Multiplicative decomposition yi= St XTeXRe

Many forecasting methods can take trend, seasonal and cyclic patterns into account when
producing forecasts. This includes exponential smoothing discussed in section 7.2.4.
Instead of classical decomposition, Seasonal and Trend decomposition using Loess (STL)
is used to show the decomposition of the relevant time series in Chapters 8 and 9. This is
also the decomposition used for generating forecasts that only take into account the trend-
cycle component of the time series. The STL decomposition (Cleveland et al. 1990) is
convenient as it allows for the smoothness of the trend-cycle to be controlled. For the case
studies in Chapters 8 and 9, the trend window was set to 13 to obtain a very smooth trend-
cycle component. Consequently, the remainder component, which was considered to
mostly represent “noise” in measurements, is larger than when using a smaller trend-cycle
window. STL also allows for the seasonal component to either change over time or be set
to a fixed window. Since seasonal variation is hypothesized to not play an important role
in language change over time, the window was set to “periodic” to ensure it would stay the
same for all observations.

In addition to showing the STL decomposition of individual series in Chapter 8 and
9, some general features of the series are also noted. The strength of a trend Fr is based on
STL decomposition and given in a value between 0 and 1. It is calculated as in (7.5) where
T refers to the smoothed trend component and R to the remainder component. When the

data has a strong trend, the variation of the remainder component (R:) should be smaller
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than the seasonally adjusted data (Tt + Rt), but for data with little trend these should be

roughly the same.

(75) Fr = max (0,1 — Var—(Rt))

Var(Tt+Rt)

(Hyndman & Athanasopoulos 2021:92)

A correlogram displaying autocorrelation coefficients is used to show autocorrelation in
the time series. An autocorrelation coefficient r, at lag k gives the relationship between
observation y: and lagged value yk (7.6).

T
%IH O=y)0,_,~»
7.6 = =
(7.6) r.

! _.2
E0-7)
t=1 (Hyndman & Athanasopoulos 2021:52)

For determining whether a time series can be regarded as white noise or not, a Ljung-Box
test can be used to evaluate whether autocorrelation is within acceptable limits or not (see
Section 7.2.5).

For determining whether a series is stationary, it is sometimes enough to visualize
the series and observe whether there is an obvious positive or negative trend. When the
level of a series changes over time, e.g., the series shows a negative or positive trend, the
series is non-stationary. Otherwise, it is stationary. A Kwiatkowski—Phillips—Schmidt—
Shin test (KPSS, (Kwiatkowski et al. 1992) can be used to determine whether a series is

stationary or not.
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Features of time series are obtained by using a relevant function in R. For more
detailed discussion on how features are calculated and interpreted, see Hyndman &

Athanasopoulos (2021).

7.2.3 Some simple methods: Naive, Seasonal naive, Mean and Drift

Simple forecasting methods are often used as benchmark methods to compare more
complex forecasting models. If a more complex model is to be used, it needs to perform
better than the simple forecasting methods, for instance by having better residuals,
returning better point forecasts and better forecasting distribution (see sections 7.2.5 and
7.2.6). Four simple methods are considered here. These are a Naive method, a Seasonal
naive method, Average method, and Drift method (see Hyndman & Athanasopoulos
2021:110-112). The first one, the Naive method, assumes that all future observations will
be the same as the last recorded observation in the time series. Thus, if the last recorded
observation shows that an innovative variant is attested 65% of the time, all future periods
will be hypothesized to also have the innovative variant 65% of the time. A variant of the
Naive model takes seasonality into account and assumes that future values are equal to the
last observed value of the same period. With quarterly data, this means that the first quarter
of all upcoming years will have the same value as the first quarter of the last recorded year,
the second quarter of all upcoming years will have the same value as the second quarter of
the last recorded year and so on. The equations for the Naive and Seasonal naive models
are provided in (7.7). As earlier (section 7.2.1), observed values are denoted by y and

forecasted values by y. The number of steps into the future are given by h, the last observed
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time is T. The seasonal period m (which in case of quarterly time series is 4) and k is (h-

1)/m (see Hyndman & Athanasopoulos 2021:110-111).

Seasonal naive: Vr-nT = YT+h-m(k+1)

A third simple method, the Average or Mean model, assumes that all forecasted values in
the future will be equal to the mean of the whole series. This is represented in (7.8) where
every observation in the series from yi to yr is summed up and divided by the number of

observations in the series.
(7.8) Mean: Yr-nr = n+...y0)/ T

Finally, the Drift method assumes that changes over time are equal to the average change

in the historical data, cf. (7.9).

T
5 h Yy
(7.9) Drift  Vpr = Vptrr 207, ) = vt h(G)

t=2

It sometimes happens that simple forecasting methods give more accurate predictions than
complex models. For instance, if a series has a lot of variation without any noticeable trend
or seasonality, a Mean model may end up producing a forecast closer to observed values

than a more complex model that takes into account autoregression. Essentially, the future
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remains unknown until it arrives and any model is simply an estimation of what might

happen.

7.2.4 More complex models: ETS and ARIMA

Models used for forecasting in Chapter 8 and 9 that are more complex than those introduced
in Section 7.2.3 come from two families of commonly used forecasting methods. These are
i) innovations state space models that rely on exponential smoothing and factor in trend
and seasonality (referred to as ETS for error, trend, and season), and ii) ARIMA
(autoregressive integrated moving average) models that deal with autocorrelation in the
data (Hyndman and Athanasopoulos 2021:265). Both approaches seek to project some
aspect of the historical data into the future. These are now explained in turn.

Forecasting methods involving exponential smoothing (Brown, 1959; Holt, 1957;
Winters, 1960) do not incorporate external explanatory values into forecasting.° Rather,
they attempt to capture general patterns in the data by relying on past values. Although
exponential smoothing methods come in a few different flavors, they all rely on weighted
averages of previous observations that decrease exponentially the further back in time the
observations are. Thus, future values are considered to be composed of varying weights of
previous values. If the smoothing parameter «, having a value between 0 < a < 1, controls
the weight of previous observations, the smoothing formula can be written as in (7.10)
where y is a forecasted value, y is an observed value and T is the time of the last observation

in the time series.

%0 By external explanatory values, | mean real-world factors that might affect the phenomenon of interest. In
the case of language forecasting this might be the prestige of different linguistic variants, normative pressure,
number of second language speakers and so on. The “explanatory” factors in exponential smoothing (if they
can be referred to as explanatory) come from previous observations of the phenomenon of interest.
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(7.10) Yyrayr=ayr+a(l—a)yr-1+ a(1— a)?yro+--

(from Hyndman and Athanasopoulos 2021:229)

As noted earlier (Section 7.2.2) observations in a time series can be decomposed into a
trend, seasonal and a remainder component. Forecasting models based on exponential
smoothing range from being quite simple to more complex, depending on how the trend
and seasonal factor are accounted for in the model, and “the way in which these enter the
smoothing method” (Hyndman and Athanasopoulos 2021:228). For instance, simple
exponential smoothing involves only a forecasting equation and a single smoothing
equation. More complex methods also make use of equations that deal with linear trends
and/or seasonality (overview in e.g., Hyndman & Athanasopoulos, 2018). For ETS models
(error, trend, season) with prediction intervals, error terms are also included. Like trend
and seasonality, these can be either additive (A) or multiplicative (M). When conveying
which type of exponential smoothing model is used, it is convenient to indicate how errors,
trend and seasonality are accounted for. An ETS(M,A,N) model has multiplicative errors
(M), additive trend (A) and no (N) seasonality. This particular model is commonly referred
to as Holt’s linear method with multiplicative errors.

Equations for ETS forecasting models with additive and multiplicative errors are
shown in Table 7.1. Values at time t are given by y:. Note that the value y: always consists
of (estimated) smoothed value (or level) £ at time t and estimated &t error at time t. For
methods with trend, by is the estimated trend at time t and £ is the smoothing parameter for

the trend. For methods with seasonality, st is the estimated seasonality at time t and vy is the

167



smoothing parameter for the

dampening, is given by ¢.

ADDITIVE ERROR MODELS

seasonality. The damping parameter for models

Trend

N

N

Seasonal
A

M

v =0+
& =6_+ag

Y =01 +Spomt &y
6 =0 +ag
St =St-m T V€

Ve =Cr1St-m + &
G=Ctag /sy
St =St-m+ e/l

V=0 +bg g
O =C_1+biq+ag
by =b,y + e

V=l tby +smtE
[l = [,,1 +b,,| +ag;
by =b,1 + ey

St = St-m T V€t

Ve = ([lfl -+ bl—l )St—m + €t

b =C+biy +ag/sim
by = by + Per/si—m

St = Stm + Y&/ (€11 + by1)

Aq

V=€ +Pbi_y + &
G =0+ Pbiy +ag
by = by + Be;

V=l + Pl 5+ &
O =y + by + agy
by = ¢by_y + Be;

St =St-m T V&

Vi = (61 + Pbi_)s—m + &4
C=Cy + Py +ae/sipm
bt = (Pbr*l +/3[I/5tfm

St = St-m + Y&/ (o1 + Pbyy)

MULTIPLICATIVE ERROR MODELS

Trend

N

N

Y=l (1+¢)
G=0(1+ag)

Seasonal
A

Yt = (Cro1 +Se-m)(1 + &)
O =0y +a(lyy +Sp_)€s
St =St-mt+ y([!—l +St-m)€t

M

Ve = [I——lst—m(l + &)
6 =0_1(1+ae)
St =Sp—m(l + y{!)

V=l + b )(1+ &)
= (G + b )1+ agy)
by=byy + By +bi1)e,

Ve = (o1 + by +5p)(1+ )

O =0y + by +alliy + by +5i-m)es
by =b_1 + Bl + by +5_p)E
St =St-m+ y([t—l + b!—l +51—m)51

Ve = (Croy +bpo1)spom(l + &)
O = (b1 + b))l +agy)

by =biy + By +biy )
st =Sp-m(1 +yer)

Ve = (o1 + Py )1 + &)
b = (6 +Pby_y ) (1 + agy)
by = by + B(Cry + Pby_y ey

Ve = (o1 + @by +5m)(1 + &)

G =0 +Pb +a(l_y + Pby_y +5,_,)E;
by = by +B(lry + Pbyy +51_m)e

St =St-m + )’((1—1 + (Pblfl +Stom)€t

Ve = (Ceoy + Pbeoy)spom(1 + &)
G = (6 + Pbyy)(1 + agy)

by = by + by + Pby1 ),
St = Sp-m(1 +y&)

with

Table 7.1. Equations for ETS models. A stands for additive, M for multiplicative and N for
none. A lowercase d in Aq refers to dampening (from Hyndman & Athanasopoulos

2021:253).

Since seasonality is not hypothesized to play a role in language change, language

forecasting will likely only rely on models with no seasonality (N). In fact, the quarterly

data in Chapters 8 and 9 had such a small seasonal component that it never found its way

into any of the ETS or ARIMA models that were used.

An appropriate ETS model can be selected based on minimizing Akaike’s

Information Criterion (7.11), the corrected Akaike’s Information Criterion for small
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sample bias (7.12) or the Bayesian Information Criterion (7.13). For the case studies in
Chapter 8 and 9, the selection of ETS models was done automatically in R with the function
ETS(). The function chooses a model by minimizing AICc (cf. Hyndman &

Athanasopoulos 2021:255).

(7.11) Akaike’s Information Criterion

AIC = -2log(L)+2k

(7.12) AIC corrected for small sample bias

AIC. = AIC + 2kk+D)
T—-k-1

(7.13) Bayesian Information Criterion

BIC = AIC + K[log(T) - 2]

Aside from choosing an appropriate model, the smoothing parameters along with the initial
value of the level ¢ need to be estimated. This is done by minimizing the sum of squared
errors (7.14) where the errors are the residuals from the model fit, i.e., residuals e at time t

equals the difference between observed and fitted value: et= ye—Jrje-1.

(7.15) Sum of squared errors
T
2

T
2
SSE=X 0, =y, ) = X¢
t=1 t=1
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As already noted, EST models assume the future is in some ways similar to the past. They
are designed to capture patterns in the time series, such as trend, seasonality and error, and
extrapolate them into the future. Due to the nature of the approach there may be a wide
error range, resulting in the forecasting distribution becoming relatively large. However,
this is not necessarily a problem as point forecasts are produced along with prediction
intervals and the whole forecast is interpreted in the context of the relevant language change
(see 7.2.7).

Unlike ETS models, autoregressive integrated moving average (ARIMA) models
rely on autocorrelation in the data to obtain future values. Essentially, the models involve
studying the relationship between values of the same variable at different times and using
the information to extrapolate into the future. ARIMA models combine differencing with
autoregression and moving averages of error terms. The differencing simply refers to
calculating the difference between consecutive observations in the time series and it serves
the purpose of making the series stationary. Sometimes a series needs to be differenced
more than once to make it stationary.®* The autoregression is similar to regular regression,
except time-lagged values of the relevant phenomenon are used as predictors (for an
overview see e.g. Hyndman & Athanasopoulos 2018; Makridakis et al. 1997). Finally, the
moving average part relies on past forecast errors. In a way, the models in the ARIMA
family can be said to be self-projecting (Hoff 1983:9).

ARIMA models can be either seasonal or non-seasonal. As noted above, seasonality

is hypothesized to not play an important role in propagation of language change. For a non-

51 While non-stationary series show changes in properties over time, stationary series have “statistical
properties that do not depend on the time at which the series is observed” (Hyndman & Athanasopoulos
2021:265). The term integration (the I in the ARIMA acronym) refers to “the reverse of differencing”
(Hyndman & Athanasopoulos 2021:278).
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seasonal ARIMA (p, d, q) model, p represents the order of autoregressive part (i.e., how
many past variables are used), d the degree of first differencing needed to make the time
series stationary and q the order of the moving average part. The formula for a full ARIMA
model with p" order of autoregression and g™ order of the moving average part is given in
(7.16). The y/ stands for the differenced series at time t, ¢ is a constant, ¢ is the
autoregressive parameter, @ is the moving average parameter, and & is the error term at time

t.

(7.16) y't=ct pry't-1t-+@py'tptO1et-1+---+0qet—qt €t

(from Hyndman & Athanasopoulos, 2018:278)

Just like with ETS models, appropriate ARIMA models are selected depending on patterns
in the relevant time series. A Kwiatkowski—Phillips—Schmidt-Shin (KPSS) test
(Kwiatkowski et al. 1992) can be used to determine whether a series is stationary or not
and this can help determine the order of differencing needed. The order of p and g can often
be determined by looking at the autocorrelation and partial autocorrelation in the series. It
is also possible to rely on AIC, AICc and BIC to select between ARIMA models of
different complexity. Hyndman & Athanasopoulos (2021:285) recommend using AlCc
which is as in (7.17) where p and q refer to order of the autoregressive part and the order
of moving average part. If there is no constant in the model (c = 0) then k = 0, otherwise k

=1 (Hyndman & Athanasopoulos 2021:285).

2(p+q+k+1)(p+q+k+2)

(7.17) AICc=AIC +
T-p—q—-k-2
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The selection of an ARIMA model along with the value of relevant parameters can be done
automatically in R. The function ARIMA() from the fable package (O’Hara-Wild,
Hyndman & Wang 2021) uses a version of the Hyndman-Khandakar algorithm (see
Hyndman & Athanasopoulos, 2018:244-247) to automatically select an appropriate model
for the relevant time series. The algorithm involves several steps which are described in
Hyndman & Athanasopoulos (2021:286). These include, determining the number of
differencing needed to make the series stationary, selecting the values of p and g by
minimizing AICc, fitting four initial models and choosing the model with the lowest AlCc,
testing closely related models and selecting the one with the lowest AIC. The ARIMA()
function estimates the parameters ¢ and/or 6 by relying on maximum likelihood estimation.
According to Hyndman & Athanasopoulos (2021:284) this is similar to least squares
estimates.

The ARIMA() function is extremely useful for selecting an appropriate ARIMA
model and was used for the case studies in Chapter 8 and 9. In a few instances, an attempt
was made to find a better ARIMA model manually by going through the appropriate steps
and selecting values for p, d, and g. However, the best fitting models turned out to be those
selected by the automatic function that relied on the Hyndman-Khandakar algorithm.

Since the processes behind the emerging patterns in the time series are not
incorporated into the models discussed above, the models do not explain the reasons for
why particular patterns emerge. This does not mean that causes of certain patterns in time-
series datasets is not known. In fact, many processes that affect language change and

diffusion have been studied, e.g., transmission of language, language contact, language
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policy and prestige. However, the interactions between these factors are complex and
causation is often difficult to determine. Furthermore, these factors may be hard to quantify

and incorporate into time-series forecasting.

7.2.5 Evaluating model fit and point forecasts

Models within a particular model family, e.g., ARIMA or ETS, are chosen by minimizing
AIC, AICc and/or BIC. Innovation residuals can then be used to evaluate the fit of a model
to the training data. When a transformation has been used, the residuals are on a
transformed scale. In the case of a log transformation where w; = log(y;) the innovation
residuals are equal to the difference between an observed value of the training data on a
transformed scale and forecasted value on a transformed scale, i.e, w, — w;. When no
transformation has been used, the innovation residuals are the same as regular residuals,
., the difference between observed value in the training data and forecasted value: y, —

y, (cf. Hyndman & Athanasopoulos 2021:115-116). According to Hyndman &

Athanasopoulos (2021:117) innovation residuals should have the properties listed in (7.18),

where (7.18-1)—(7.18-2) are considered essential and (7.18-3)—(7.18-4) desirable.

(7.18) Innovation residuals should
1. Be uncorrelated
2. Have zero mean
3. Have constant variance
4. Be normally distributed

(cf. Hyndman & Athanasopoulos 2021:117)
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To test whether innovation residuals are uncorrelated, it is possible to use a portmanteau
test such as the Ljung-Box test based on (7.19) where ¢ is the maximum lag considered, r;,
is the autocorrelation for lag k, and T is the number of observations.
£

(719) Q* = T(T + 2) (T - KT
Ljung-Box statistics and a corresponding p-value for innovation residuals of models used
in Chapter 8 and 9, were obtained by requesting the ljung_box statistics with the function
feat() from the feasts (O’Hara-Wild, Hyndman & Wang 2021) package included in fpp3
(Hyndman 2023). If the p-value was larger than 0.05, the series was considered a white
noise series (cf. Hyndman & Athanasopoulos 2021:96, 121).

Once a model has been selected and a forecast generated for the test data, a point
forecast can be evaluated based on forecast error, i.,e, the difference between forecasted
values and observed values in the test data. Evaluation can be done in several ways, for

instance by observing mean absolute errors (7.20) and root mean squared errors (7.21).

(7.20) Mean absolute error

MAE = mean(|ed)

(7.21) Root mean squared error

RMSE =+/ mean(|e%|)
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Further ways of evaluating point forecasts include relying on percentage errors (7.22), or
rather the mean absolute percentage error (7.23). These are unit free and can be used to
compare forecasts for different data sets. However, there is a slight catch to using these
when values in the time series are zero (or very close to zero). In these cases MAPE is

given as infinite or undefined (Hyndman & Athanasopoulos 2021:137).

(7.22) Percentage errors

pt = 100ey/ Yt

(7.23) Mean absolute percentage error

MAPE = mean(|p|)

Finally, mean absolute scaled errors and root mean squared errors can be used to evaluate
forecast performance, i.e, how close forecasted values are to observed values. These were
proposed by Hyndman and Koehler (2006) and scale the forecasting errors based on mean
absolute errors of the training data when a simple forecast method, such as a Naive method,

is used.

(7.24) Scaled errors for non-seasonal time series using a Naive forecast

e
J

q.= T

] 1 -

T-1 Z |}c }z—il
t=2
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(7.25) Mean scaled errors

MASE = mean(|qj|)

(7.26) Root mean squared scaled errors

RMSSE = /mean(q]?)

In Chapter 8 and 9, MAE, RMSE, MAPE, MASE and RMSSE are provided for point
forecasts of the test period for various models. These help evaluate how close to observed
values the forecasted values are. A lower score is associated with more accurate prediction.
Sometimes, the different methods of evaluation (MAE, RMSE, MAPE, MASE and

RMSSE) favor a different model.

7.2.6 Evaluating distributional forecasts

Forecast distribution is evaluated slightly differently than point forecasts. In these cases,
the prediction intervals are taken into consideration. Prediction intervals can be written as
in (7.27), where c represents a multiplier of a relevant percentage and &, is the standard
deviation of the forecast distribution h-step ahead. For 80% forecast interval, c is 1.28 and

for 95% intervals it is 1.96 (Hyndman & Athanasopoulos 2021:123), cf. (7.28).

(7.27) Prediction interval

Yrsnr T €On
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(7.28) 80% prediction interval ym'T + 1.2846;,
95% prediction interval ym'T + 1.9646,

(Hyndman & Athanasopoulos 2021:123)

One step ahead predictions intervals are estimated based on standard deviation of residuals,

(7.29).

(7.29) Standard deviation of residuals

(Hyndman & Athanasopoulos 2021:124)

A Quantile Score and Winkler Score (Winkler 1972) can be used to evaluate forecast
distribution and intervals. For the case studies in Chapter 8 and 9, these were obtained
automatically by using accuracy() with the function quantile_score() and winkler_score().
The Quantile Score, Qp, is based on evaluation of quantile forecast f with probability p at

time t, written as fp in (7.30).

(7.30) Quantile Score

0,, = {2(1 - P)(fpm - yt)r if y, < prr
pe 2(y; — fp 1), ify, = fpr

The Winkler Score takes into consideration the length of the prediction interval and the

penalty assigned when an observed value is outside of the interval. For the Quantile and
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Winkler score, a lower value is associated with a “better estimate of the quantile” and
“narrow intervals” (Hyndman & Athanasopoulos 2021: 142-143).

A further way to evaluate forecast distribution is to take into account the whole
forecast distribution and calculate Continuous Ranked Probability Score, or CRPS
(Gneiting and Katzfuss 2014). A lower value is associated with better forecasts.

Finally, scale-free skill scores based on CRPS can be used. These evaluate how
well a new model does w.r.t. a given benchmark method. When requesting skill scores
using the accuracy() function, the automatic benchmark method is the Naive method for
non-seasonal time series and Seasonal naive method for seasonal series (Hyndman &
Athanasopoulos 2021:145). An example of how skill scores are calculated based on a

Naive model and some other model (model2) is provided in (7.31).

CRPSNaive = CRPSimodel2
CRPSNaive

(7.31) skill score =

If a skill score for a model is positive, it is considered an improvement over the benchmark
model. If a skill score is negative, the relevant model performs worse than the benchmark
method. A model that obtained a skill score of 0.12 when compared to a Naive method is
considered to perform 12% better than the Naive model.

In Chapters 8 and 9, the Quantile Score, Winkler Score, CRPS and skill score are
used to compare the forecast distribution of the relevant forecasting models. Note though
that according to Hyndman & Athanasopoulos, reliable error measures can only be
calculated provided the test set is large enough. Since the test set in Chapters 8 and 9 is

only about 10% of the whole time series, containing either two or four observations,
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evaluations of forecasting performance of particular models should be taken with a grain

of salt.

7.2.7 Interpreting forecasts
The general philosophy adopted here is that predictions make little sense out of context.
Even though forecasts may be generated according to well-founded procedures and return
predictions that feel reliable or look good, they still need to be contextualized. For instance,
if one encounters a forecast claiming that the temperature outside will be 10 °C tomorrow,
the prediction is not very informative unless one also knows the location and the time of
year for the prediction. It is also advantageous to know what the temperature was for the
last few days, since how much the temperature fluctuates can influence how the
temperature is perceived. Other types of information might also matter, such as whether
one is located at the place of the forecast or whether one is traveling there from a different
climate or not. For reasons such as these, | have tried as much as possible to contextualize
the language forecasting done here by providing a thorough background on the changes
under investigation, commenting on expected direction of propagation, describing the data
in a useful way, noting features of the time series, and by discussing the relevant forecast
and forecast intervals. Note that forecast intervals provide information about how certain
point predictions are and therefore “...point forecasts can be of almost no value without the
accompanying prediction intervals” (Hyndman & Athanasopoulos 2021:124, see also
Castle, Clements & Hendry 2019:2).

When contextualizing a forecast, a commentary might sometimes provide a kind of

narrative or a story about the potential future developments. Such narratives are sometimes
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referred to as forediction (Castle, Clements & Hendry 2019:191). Of course, one has to be
careful about biases in such narratives as they may include comments about what one
wishes to see happening (perhaps due to a belief in a certain theory or unspecified
internalized biases) in mixture with what models are suggesting. In this context, it is
important to remember that forecasts represent an attempt to predict events that have not
occurred. They are not statements about what will happen, but an hypothesis about what
could or might happen. Even with good performance on previously unobserved data, it is
not guaranteed that a forecasting method will provide accurate predictions for an

unobserved future.

7.3 Potential issues

Predicting the future is not an easy task. The task is certainly not made easier by language
forecasting being a relatively new field within linguistics. As already discussed (see
Chapters 3 and 5), language data has generally not been systematically gathered with
forecasting in mind. This applies to convenient E-language data as well as data generated
by means of specifically designed experiments. For these reasons, any forecast is
necessarily constrained by resources and quality of language data that is available. Various
possible problems have been pointed out and discussed in previous chapters. In the present
context, it is worth summarizing three factors that relate to the quality of the language data
used for forecasting. These are presented in (7.32) and pertain to i) how language variation
and change is measured, ii) whether the measurements accurately reflect the situation in

the language community and iii) how often observations were made, i.e., the sampling
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frequency and length of the time series. The three factors have the potential to affect both

the forecasting problem and the interpretation of individual forecasts.

(7.32) i. How is the variation and/or change measured?
Proportion of new variant at a given time
Proportion of individuals using new variant at a given time

Proportion of individuals capable of using new vs. old variant at a given time

ii. Is the measurement representative of the situation in the language community?
Nature of the language data the forecasting is based on
Specialized language data
Convenient E-language data
Nature of the source of the data?
What is the language style and/or register
Is the type of the data consistent over the sampling period
Does the data reflect the actual situation in the language community?
Consider normative pressure and/or prescriptivism
Consider a potential gap between what speakers know vs. what they use in

the relevant language settings

iii. How often are observations made?
Sampling frequency

Length of time series
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Decisions made for the case studies in Chapter 8 and 9 are as follows. Convenient E-
language data (written language) was used to gather information regarding the status of the
relevant linguistic variation. Measurements were in the form of the proportion of
innovative variants in a given corpus over a given period. The style or register of the
language covered what is hypothesized to be informal and semi-formal language. Material
from sources thought to contain formal language was not used for forecasting (on the
categorization of informal semi-formal and formal see Chapter 8 Section 8.4.3 and Chapter
9, Section 9.4.3). The register-type of the data was consistent for the whole time period
taken into consideration. Since the data is in the form of written language there are good
chances that normative pressure and prescriptivism have an effect on the proportion of
innovative and traditional variants in the sources. This is especially relevant for case
marking of subjects with the predicate hlakka til ‘look forward to’ (Chapter 9), which has
gained much attention in both scholarly literature and within the school system. Ever since
innovative case marking was first noticed, there have been consistent attempts to eradicate
it (see discussion and references in Chapter 9).

Data obtained from the Icelandic Gigaword corpus was projected into yearly time
series. This is made possible by the corpus containing a relatively consistent amount of
informal and semi-formal data over the past twenty years or so. Data from Twitter, on the
other hand, was projected into quarterly time series. The choice of using quarterly series
was mainly for the purpose of increasing the number of observations and thereby
lengthening the time series. In theory, it would have been possible to use monthly time

series for the Twitter data to increase the number of observations further. However, taking
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into consideration how many years ahead prediction for the future were to be made, this
would have been impractical. The goal was to provide forecasts for at least 3 to 5 years
into the future. Projecting 15 steps ahead using monthly time series would only yield
predictions that cover a time period of one year and three months. If one were to project 5
years into the future using a monthly series, 60 steps ahead forecast would be required. As
already pointed out (see discussion in Section 7.1.2) the more steps ahead predictions are
made, the more uncertain a forecast becomes. Thus, a choice was made to use quarterly
series for Twitter data and yearly series for data from the Icelandic Gigaword corpus. The
time series used for forecasting in Chapters 8 and 9 are relatively short, or between 19 (=
19 years) and 44 (= 11 years) observations.>? When divided up into training and test data,
the test period is only 2 to 4 observations. Although the short test period (used to evaluate
models) might be somewhat problematic, this was done so that more information from the
time series could be used when fitting a model. In general, all decisions made regarding
the data and the time series were aimed towards striking a balance between what is required
by the methodology, e.g., that observations need to be equally spaced in time and be
comparable, and what kind of data can reasonably be obtained for the variation and change
under investigation. Hopefully, the case studies presented in the following two chapters
can be used to evaluate what could be improved in language forecasting and, more

generally, contribute towards better understanding of language forecasting.

52 Having 44 observations may be considered enough (or even plenty) under certain circumstances. However,
one should keep in mind that 44 quarterly observations amount to 11 years which is not a long time period
for observing syntactic change.
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8 Grammaticalization of complex prepositions

8.1 Introduction

In Modern Icelandic (1540 — present), the complex prepositions vid hlidina & ‘next to,
beside (lit. by the side of)’ and & bak vid ‘behind (lit. at back of)’ frequently appear in a
simplified form in the written language, hlidina ‘next to” and bakvid ‘behind’ respectively.
Some naturally occurring examples are given in (8.1) and (8.2). Note that the a-examples
are fully comparable with the b-examples w.r.t. the context the prepositions occur in, their
meaning (conveying spatial position) and the time of occurrence (there is less than a year

between the a- and the b-examples).

8.1) a sa  fjoroi sat  vid hlidina a mer i
that  fourth sat by side-ACC on me-DAT in
salnum.
the.hall
*...the fourth one sat next to me in the hall.’

(Twitter, Haukur Bragason@HaukurBragason, Jan 31, 2016)

b. folkio sem sat  hlidina meér i eymundsson...
people that  sat side.of me-DAT in Eymundsson
‘The people that sat next to me in Eymundsson...’

(Twitter, Helga D6gg@DoooHelga, Jan 8, 2016)
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(8.2) a. Er myndatdkunadurinn [sic] ao fela  sig a bak
is cameraman to hide self on behind
Vio lysistunnu?
by lysi.barrel
‘Is the cameraman hiding behind a barrel of lysi?’

(Twitter, Sindri Geir@sindrigeir, Feb 27, 2022)

b. Alvoru karlmenn fela  sig greinilega bakvid
real men hide self clearly behind
nafnlausa accounta...
nameless accounts
‘Clearly, real men hide behind nameless accounts...’

(Twitter, Tomas Ingi@tomasingiad, Jan 24, 2023)

Since written language tends to be conservative in many aspects, it can preserve forms and
structures which may not fully reflect everyday language. This applies to the forms vid
hlidina & ‘beside’ in (8.1a) and & bak vid ‘behind’ (8.2a) which indicate a structure
consisting of a preposition followed by a noun and a second preposition. These types of
structures are sometimes referred to as complex prepositions, phrasal prepositions,
compound prepositions, or simply PNP-constructions (e.g., Quirk & Mulholland 1964;
Seppénen et al. 1994; Hoffmann 2004; Vincent 2020; Stefanowitsch et al. 2020). In what

follows, they are presented as in (8.3) where P1 refers to the first preposition in the complex
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structure, N1 to the following noun (hlidina ‘side’ or bak ‘back”) and P2 to the second
preposition; the notation (+N>) is used to indicate the nominal argument that follows the

complex preposition and whose case is assigned by Po.

(8.3) P1N1P2 (+N)

The innovatively-written forms in (8.1b) and in (8.2b) can be taken to reflect a change
which involves the grammaticalization of a noun and a following preposition into a single
preposition (suggested by Fridjonsson 2004, 2007; Régnvaldsson 2021), hlidgind and

bakvid. As such, the sequence in (8.3) is replaced by (8.4).

(8.4) P (+N2)

The grammaticalization of a string of elements into a single preposition is widely attested
in the world’s languages and is regarded as one of the most common grammaticalization
paths that have been observed (e.g., Lehmann 1991:501). This type of change has never
been systematically studied for Icelandic and documentation of the change from (8.3) to
(8.4) in context of the complex prepositions & bak vid and vid hlidina & is lacking. The
present study remedies that by offering an insight into the diachrony of & bak vid and vid
hlidina a. It is claimed that in Modern Icelandic the two strings are understood as a single
unit with the function of a preposition. It is furthermore suggested that the absence of P1 in
examples like those in (8.1b) and (8.2b) is due to phonological erosion, a process arguably

linked to grammaticalization; this part of the change is still ongoing in Modern Icelandic.
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Aside from providing a general overview of variation in the complex preposition &
bak vid and vid hlidina & in Modern Icelandic, the present study offers a novel type of
documentation of the propagation of variants lacking P1. The data comes in the form of
regular time series where each observation is based on examples attested in written sources
and contains information about the proportion of variants with and without P1. Examples
were obtained from two sources, the Icelandic Giga Word corpus and Twitter. Time series
constructed based on data from IGC covered the period 2000 — 2021, although only the
years 2003-2021 were used for time series analysis and forecasting. Time series based on
material from Twitter contained examples from Q1 2009 to Q4 2022, although only Q1
2012 to Q4 2022 were used. The reason for not using the whole series was that early
observations are based on relatively few examples and may introduce noise into the series.
A second reason for only using part of the series is to make the time series comparable to
the ones presented in Chapter 9. The novelty of the study does not only lie in general
documentation of the complex prepositions and the documentation through regular time
series, but also in containing predictions about propagation of variants lacking P1. Each
time series that was taken into consideration was split into a training and test set. Initially
three to four models were fitted to the training set (a Naive model, a Seasonal naive model,
a Mean model, and a Drift model) and used to predict observation in the test set. Next,
slightly more complex models were fitted to the training set and used to predict attested
observations. The more complex models involved methods such as exponential smoothing
(ETS models) and autoregression (ARIMA) models. In some instances, the simple models
generated more accurate point predictions and forecast distribution for the test set than the

more complex models. Forecasts for future periods were generated using models that were
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deemed appropriate based on the time series and how well models did at predicting test
data.

The main results of the study are as follows. Data from Twitter generally showed a
higher proportion of examples lacking P1 than data from IGC. Additionally, the preposition
a bak vid showed a higher proportion of variants lacking P1 than vid hlidina &, suggesting
that & bak vid is further along in the trajectory of grammaticalization than vid hlidina a. As
to individual sources, regular time series based on data from Twitter show a relatively
stable variation over an 11-year period. Forecasting models, relying on aspects of the
historical data, suggest a relatively unchanging future. Time series based on IGC data
behave slightly differently, showing decrease over time in forms lacking P1. This applies
especially to complex preposition a bak vid, which shows a very consistent decrease over
time in the use of variants lacking P1. This is not in line with expectations based on
grammaticalization and phonological erosion, but it could be explained in terms of the type
of material behind the IGC data. Part of the IGC data comes from online news media.
Another explanation is that retention or restoration of P1 might be linked to Icelandic
generally favoring multi-word prepositions (Berthele et al. 2015). This is further discussed
in Section 8.6.

The structure of the chapter is as follows. Section 8.2 provides a general
background on prepositions in Icelandic (8.2.1) and discusses expectations towards
direction of change in light of grammaticalization (Section 8.2.2). Section 8.3 focuses on
variation and change in the complex prepositions & bak vid and vid hlidina a in Icelandic.
Variation found in Modern Icelandic is introduced in Section 8.3.1. Arguments in favor of

the strings already being grammaticalized in the modern language are provided in Section
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8.3.2 (Variation in writing and usage as an indicator of grammaticalization) and Section
8.3.3 (Syntactic (in)flexibility as an indicator of grammaticalization). Documentation of
the phrases at older stages can be found in Section 8.3.4 with a summary in 8.3.5. Section
8.3.6 contextualizes the grammaticalization of a bak vid and vid hlidina a further and
summarizes expectation for the propagation of variants lacking P1. In Section 8.4, data
used for forecasting is described, e.g., in terms of how it was obtained, how annotations
were made and how regular time series were constructed. Section 8.5 focuses on
forecasting. Four time series were taken into consideration, two for each data source.
Descriptions of the four time series are found in Section 8.5.1 and fitting of models and

forecasts in Section 8.5.2-8.5.4. Results from the study are discussed in Section 8.6.

8.2  On prepositions and directions of change

8.2.1 Prepositions in Icelandic

Prepositions in Icelandic assign an oblique case, either accusative, dative or genitive, to
their NP complement. They furthermore take part in conveying information about location
in time or space or movement along a path (for an overview of characteristics of
prepositions in Icelandic see Thrainsson 2005:109,113-120, 122; for a comprehensive
discussion on selected prepositions and prepositional phrases see Kress 1982:469-505;
Frigjonsson 1988, 2005; Berthele et al. 2015).5 Some simple prepositions, consisting of a

single word, are shown in (8.5). Assuming prepositions are heads of prepositional phrases,

%3 Prepositions in Icelandic are often defined in terms of their morphological and syntactic behavior. Thus
Thrainsson (2005:109) notes (transl. mine): “Prepositions are function words (uninflected words) which take
a complement. The complement is usually a noun phrase whose case (oblique case) is assigned by the
preposition®.
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a simplified structure of the PPs in (8.5b) might be represented as in (8.5), using (8.5a) as

an example.

(8.5) a. Eg lagdi bdkina [ep a bordid].
I-NOM laid book.the-ACC on table.the-ACC

‘I laid the book on the table’

b. Eg  svaf[pri tjaldi].
I slept in tent-DAT

‘I slept in a tent.’

C. Pessi gjof er[pp il bin].
This  present is to you-GEN

“This present is for you.’

(8.6)

PP

DP

o
_U>
—

bordid
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In addition to single-word prepositions, Icelandic also has prepositions that contain more
than one element, often a combination of an adverb and a preposition.>* In cases where an
adverb precedes a preposition, the preposition can be regarded as the head of the phrase
and the preceding adverbial may add information on orientation in space (Fridjonsson

1988:19-36; Berthele, Whelpton, Nass & Duijff 2015:88).

(8.7) Skalin stod ofan a bordinu.
bowl.the stood on.top on table.the-DAT

‘The bowl stood on the top of the table.” (Berthele et al. 2015:88, example (11))

In cases where the adverb follows the prepositions, what counts as head of the phrase is
less clear. Berthele et al. (2015:89) provide the example in (8.8), noting that austan has the
form of an adverbial and fyrir, a preposition, is responsible for the accusative case on husid

‘house’.

(8.8) Tveir kettir leeddust fyrir austan husio.
two cats snuck at eastwards house.the.ACC

‘Two cats snuck around in the area to the east of the house.’

(Berthele et al. 2015:89, example (20))

54 The main distinction between adverbs and prepositions is that adverbs typically do not take a complement
or assign case, while prepositions typically have a complement and always assign case. The distinction is not
always this straightforward as some adverbs, especially particles (a subcategory of adverbs) may sometimes
behave eerily similar to prepositions. On the distinction between these categories see Thrainsson 1979:25ff,
2005:122, 2007:139-140.
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Combinations of adverbials and prepositions like in (8.7) and (8.8) are referred to as
complex prepositions by Berthele et al. (2015:87). The term complex preposition has also
been used to cover a string of a preposition, a noun and a second preposition. Alternatively,
such strings may be referred to as phrasal prepositions, compound prepositions or PNP-
constructions (e.g., Quirk & Mulholland 1964:65, Vincent 2020). While PNP-sequences
are quite common in Modern Icelandic (for a list of many such see Kress 1982:469-505),
their internal syntactic structure may differ. Compare, for instance, (8.9) and (8.10) which
do not appear to have the same status; i sambandi vid ‘in touch with’ conveys a different
type of information than & bak vid ‘behind’ and vid hlidina & ‘next to’. Only the phrases in

(8.10) appear to function as ‘complete prepositions’.

(89) Eg verd i sambandi  vid  pig.
I be in touch-DAT  with  you-ACC

‘I’ll be in touch with you.’

(8.10) a. Kétturinn er a bak vid  séfann.
cat.the is on back by couch

‘The cat is behind the couch.’

b. Koéturinn er vid hlidina a s6fanum.

cat.the IS by side.the of couch

‘The cat is next to the couch.’
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The structure of (8.10), including whether it really consists of a preposition, a noun and a
second preposition, is discussed further below (see Section 8.3.1-8.3.3). For now, it should
be noted that single-word prepositions are probably the most prototypical type of
prepositions in Icelandic. More complex prepositions are, however, also frequently used,
especially for certain spatial descriptions. When compared to other Germanic languages
such as Frisian, Swiss German, Standard High German and Norwegian, Icelandic has been
shown to use complex expressions for spatial descriptions more than the other languages
(Berthele et al. 2015). This observation was made on the basis of structures containing an

adverb and a preposition, not a sequence of preposition, noun and a second preposition.

8.2.2 Direction of change viewed through grammaticalization

Grammaticalization is usually defined in terms of a content word assuming “the
grammatical characteristics of a function word” (Hopper & Traugott 2003[1993]:4; see
also Kurylowicz 1965/1975:52; Heine, Claudi & Hinnemeyer 1991:2). As such, the
emergence of prepositions from nouns or other content words is a typical case of
grammaticalization, prepositions often being regarded as functional elements (although see
Déchain 2005 for the view of prepositions being a borderline lexical category).

The emergence of a preposition from a noun, or a combination of noun and other
elements, is well attested in the world’s languages and has been claimed to be one of the
most common grammaticalization paths found (Lehmann 1991:501; on this type of change
see also Heine 1995; Heine & Kuteva 2002:271-2; Hoffmann 2004; van Gelderen
2011:182-187). Examples of prepositions with such origin are English beside from the Old

English phrase be sidan ‘by the sidepat.sc of” (Hopper & Traugott 2003:110; van Gelderen
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2011:183-187), German wegen ‘because of” from the noun Wegen ‘wayspat.rLur’ (Hopper
& Traugott 2003:110), and French chez ‘with’ from Latin casa ‘house’ (Vincent 1999,
Longobardi 2001). A further example is French avant ‘before’ from Latin ab ante ‘from
before’” which involves the univerbation of two prepositions (Vincent 1999:1133, 2020).
For Icelandic, some prepositions found in Old Icelandic (also used in the modern
language) developed from nouns already in the prehistory of the language (Magnusson
1989 s.v.; Faarlund 2004:107). Thus, the preposition gegn ‘against, opposite’, which
assigns dative case to its complement, is related to the noun gagn ‘advantage’ (8.11a) and
the preposition hja ‘at, by, with’ is derived from Germanic *hiwa, meaning ‘household,

family’ (8.11b).

(8.11) a. gegn ‘towards, gegnt ‘against, opposite’, related to gagn ‘advantage’
b. hjé ‘at, by, with’ derived from Germanic *hiwa ‘housold, family’

c. til ‘to’ from Germanic *tila ‘goal’ (cf. German Ziel ‘goal’)

The examples mentioned above are all instances of single word prepositions developing
out of a multi word structure or a single noun. Such changes do not take place in one go
but may consist of various subprocesses. Complex prepositions in the form of PNP-
structures (as mentioned in Section 8.2.1 above) may bear witness to this. Although
seemingly consisting of multiple elements, these may sometimes function more like a
single preposition. As Quirk & Mulholland (1964:64) note “there is considerable variation

in the degree of interdependence between the four elements of such sequences”.>® In other

% By four elements, Quirk & Mulholland include the N complement of the second preposition, i.e., the
sequence PiN1P2Nz.
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words, some PNP-sequences may be fairly fixed, even unchangeable, while others can be
modified in one or more ways (I return to this in Section 8.3.3). Sequences that are
unchangeable, may in time come to be represented by a single element in much the same
way as the prepositions mentioned above.

In a short discussion of the complex preposition & bak vid ‘behind’, Fridjonsson
(2007:28) notes that uses of the form bak vid (sometimes written <bakvid>) involves at
least two changes, i.e,. i) bak ‘back’ acquiring a new meaning and ii) the initial preposition

P1 & being omitted.%®

| ordasambandinu & bak vid e-3 hefur stofnordid bak misst eigin merkingu

og fengid pad sem kalla ma hlutverksmerkingu. Petta ma m.a. sja af pvi ad

fs. & er oft felld brott og pa stendur einungis bak vid e-0.

In the collocation & bak vid smth, the head noun has lost its lexical meaning

and turned into a function word. This can, for instance, be observed when

the preposition & is omitted, resulting in the form bak vid smth.
Under this view, grammaticalization (here the formation of a single-word preposition from
a string containing more than one element) appears to be simultaneously a single change
and multiple subprocesses. Newmeyer (1998:226), has in fact proposed that “there is no
such thing as grammaticalization”, but rather grammaticalization is the result of
interactions of three types of changes, i.e., downgrading analysis (which might be more

generally referred to as reanalysis), semantic change and phonetic reduction (on this view

see also Janda & Gil 1980; Janda 2001). This is represented visually in Figure 8.1 (from

%6 Faarlund (2004:109) claims that when prepositions and nouns followed by a noun in the dative are used in
Old Icelandic, the first noun has already been grammaticalized and is a part of the preposition. He provides
two arguments, namely that nouns typically do not assign dative case to other nouns and that the meaning of
these is already semantically bleached. One of the examples he provides is a bak + DAT ‘behind (lit. on
back)’.
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Newmayer 1998:260), where downgrading analysis, semantic change, and phonetic

reduction are shown to exist (and be able to occur) independently of grammaticalization.

Granmlatjcali'zation

Phonetic reduction

Figure 8.1. According to Newmeyer (1998:260), grammaticalization does not exist as an
independent phenomenon. Rather, it is an epiphenomenon, emerging at the intersection of

downgrading analysis, semantic change, and phonetic reduction.

If semantic change is taken to be a part of grammaticalization, one might expect to observe
some form of semantic change when complex prepositions are grammaticalized, for
instance through metaphorical use of relevant elements or through semantic bleaching of
some sort. An important indicator is when speakers stop making a connection between two
items (a grammaticalized element and a lexical item) even though diachrony indicates a

common origin. Hoffmann (2004:180) describes this in terms of decategorialization:
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... the grammaticalization of complex prepositions manifests itself in a

number of ways. [...] the nominal element of the construction over time

loses the features that define its categorial status as a noun. For example, in

the complex prepositional use of in view of, view cannot occur in the plural

or with a determiner, nor can it be premodified by an adjective. The noun

view has thus undergone the process of decategorialization.

As soon as there has been a dissociation with an element in a complex preposition and a
diachronically related lexical item, downgrading analysis (or reanalysis) can be argued to
already have taken place. Since syntactic structure depends (at least partially) on
categorization of elements and categorization is (at least partially) related to meaning, it
seems impossible to make a clear distinction between semantics and syntax.

Approaches that deal with the conceptual decomposition of prepositions (e.g.,
Jackendoff 1973; see Asbury et al. 2008 for discussion) tend to reflect the close relationship
between syntax and semantics. Under these type of accounts, prepositional phrases may
contain multiple functional projections, realized by a string of words (or a single word),
conveying a direction, path or place (e.g., den Dikken 2010, Svenonius 2004, 2006, 2008;
cf. discussion in Asbury et al. 2008:9). In line with Svenonius (2004, 2006), a prepositional
phrase conveying location consist of a placement projection (PLACE), a type of
coordinating projection (AxPartP), case assigning element (under KP) and a DP (a lexical
complement) that represents the ground to which something is coordinated.®” Such a

structure (adapted from Asbury et al. 2008:9 which base it on Svenonius 2004, 2006),

showing the string in front of the place, is provided in (8.12).

5" For a more formalized (and detailed) discussion of this type of decomposition of prepositional phrases and
labeling, see e.g., Svenonius (2004, 2006, 2008) and Roy & Svenonius (2009). For a discussion on the
difference between figure and ground in prepositional phrases (the ground is always the complement) see
Svenonius (2004:15) and citations there, e.g., Talmy (1978, 2000).
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(8.12)

PLACE

N

PLACE AXPARrTP

| /\

in AXPART KP

| N

front PLACE DP

| T

of the palace

In (8.12), it is immediately noticeable that front in AxPart resembles the lexical noun front.
This is no coincidence as elements in complex prepositional phrases often trace their origin
to nouns although they do not behave as such synchronically; they can, for instance, not be
pluralized nor be modified with an adjectives (Svenonius 2006:50, 56; Hoffmann 2004;
see also Quirk & Mulholland 1965 for fourteen diagnostics of the behavior of PiN1P>
structures). In short, “N is undeniably an important source for AxParts diachronically”
(Svenonius 2006:74) and it turns out that certain types of nouns, including those
referencing body parts like ‘back’ and ‘head’, tend to be a source for prepositions (Heine
1995:123, 125).%8

As an example of the emergence of an AxPart element, Roy & Svenonius (2009)
argue that, !’intérieur ‘the interior’ in the French prepositional phrase a ['intérieur de ‘at
the interior of” was originally a DP, with intérieur being the head of N. Thus, the change
is that from (8.13a) to (8.13b) which apparently amounts to some form of relabeling, i.e.,

a former NP (or DP) is rebranded as AxPart.

%8 The data Heine’s observation is based on comes from various African and Oceanic languages.
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(8.13)

Place Place

a D O\
fad /\ = F AxPart
I N /\
BEE. /\ intérieur K

intérieur K interior d/\DP
S .
‘interior A
/\ o =
i s la voiture
‘of” T o !
la voiture e car
‘the car’

(Roy & Svenonius 2009:4)

Like previous accounts on changes in complex prepositions (e.g., Hoffmann 2004:180),
the transition from (8.13a) and (8.13b) involves a semantic change (a “decategorization”
of a noun) occurring simultaneously with a change in the underlying structure of a
prepositional phrase. For this step, the surface string may stay the same. The change is
compatible with some definitions of (syntactic) reanalysis whereby only an alteration of
the underlying structure needs to occur (see in particular Langacker 1977:58 and Campbell
2020:279 who assume reanalysis does not have to affect surface strings).

Interestingly, Roy & Svenonius (2009:4) note that they are “unsure about the
structural status of the vestigial definite article” which leads them to leave it unlabeled in
the tree showing the grammaticalized structure in (8.13). One solution might be to assume
that the D (not the N) is the source of the AxPart. This would be in line with the work of
Longobardi (2001) and van Gelderen (2011) who argue that the grammaticalization of a

noun as a preposition may take place via a D-head. According to this, an N (with a locative
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feature) undergoes a movement from N to D before being incorporated into P (van
Gelderen 2011:183). This would mean that N does not directly become AxPart, but rather
that D does.

The dissociation of an element from a lexical category, along with structural
reanalysis (a part of grammaticalization), raises questions about how surface strings are
interpreted. For instance, might multi word strings still be understood as a single element?
Such a view is arguably compatible with Lehmann’s (2002) ideas of lexicalization.>® Here,
a string which was previously decomposed in a systematic way is now understood as a
single unit. If this idea is aligned (or contrasted) with the work of Svenonius (2006, 2008)
and Roy & Svenonius (2009), it brings into question the association of surface elements
with underlying projections such as AxPart and K. Perhaps the change is not as simple as
a former N becoming an AxPart. Rather, a dissociation from N may cause a whole string
(simultaneously) being linked to multiple projections at once. Although interesting, this
line of thought is not pursued further here. It is left for future exploration.

To wrap up the discussion on grammaticalization and direction of change in
prepositions, a few things may be noted. First, prepositions often develop from nouns or
from multi-word strings with various elements. Such a change may consist of various
subprocesses, namely downgrading analysis (or reanalysis), semantic change and
phonological reduction. The exact relationship between these three is not fully clear, but
one may expect the grammaticalized element (or a part of it) to be is somewhat “detached”

from the meaning of a cognate lexical item, that it no longer behaves like the source item,

%9 Lehmann argues for lexicalization and grammaticalization being two separate phenomena. This claim is
only understandable in light of the lexicon being concerned with “those signs which are formed irregularly,
and which are handled holistically”, while grammar (hence the term grammaticalization) is “concerned with
those signs which are formed regularly and which are handled analytically” (Lehmann 2002:1).
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and that it (eventually) shows some signs of phonological reduction. In this way,
grammaticalization generates expectations towards development of prepositions (see also
Heine 1995 for grammaticalization of this type allowing for language evolution to be
predicted up to a certain extent). Keeping this in mind when viewing the P1N1P2 strings &
bak vid ‘behind’ and vid hlidina & ‘next to, beside’ in Icelandic, a change to bakvid and
hlidina is unsurprising, even expected. The dropping of P1 and the univerbation of N1 and
P2 might be viewed as signs of phonological reduction. The characteristics of the strings in
Modern Icelandic and variation in use of the two complex prepositions are discussed

further in Section 8.3.

8.3  The complex prepositions vid hlidina & ‘next to’ and a bak vid ‘behind’

8.3.1 Noticing variation in Modern Icelandic

Modern Icelandic exhibited variation in the use of the complex prepositions a bak vid
‘behind’ and vid hlidina & ‘by the side of, next to’, such that the initial preposition (& or
vid) is sometimes omitted. Some attested examples of the complex preposition & bak vid

are provided in (8.14).

(8.14) a. ...a0 folk wviti  hver er a bak vid  hann.
that people know who is on back by him
‘... that people know who is behind it [propaganda].’

(Twitter, Kristjan@tyggjo, Nov 26, 2015)
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b. Veit ekki hvado er bak vio hana.
Know not  what is behind by her
‘I don’t know what’s behind her.’

(Twitter, Gunnar Dofri@gunnardofri, Jan 9, 2018)

In addition to the absence of the initial preposition a in (8.14b), the subparts bak and vid

are occasionally written in a single form (8.15).

(8.15) a. ...hvad er a bakvid pessar tolur takk.
what is on behind those numbers thanks
‘...what’s behind those numbers, thank you.’

(Twitter, Kristin Halla@KTristinHallaL, Jan 9, 2023)

b. ...hvad er bakvid ykkur.
what s behind you
‘...what's behind you.’

(Twitter, Eirikur Kristjansson@Eirikur_Gauti, Jan 25, 2017)

The kind of variation in (8.14)—(8.15) is also found with the complex preposition vid
hlidina a, i.e., the forms (vid) hlidina & and (vid) hlidina are both attested.

To facilitate discussion of the complex prepositions, they will be referred to in term
of their full forms, & bak vid and vid hlidna &, unless highlighting written variants which

are indicated by the use of angle brackets such as <a bakvid> and <bakvid>. The presence
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and absence of the initial prepositions (& and vid) is sometimes denoted with brackets as in

(8.16).

(8.16) Location in space: (&) bak vid ‘behind’, (vid) hlidina & ‘next to, by the side of’

Although variation in the use of a bak vid and vid hlidna & is briefly mentioned in
discussions on Modern Icelandic (see Fridjonsson 2004, 2007 and Régnvaldsson 2021 who
both note the direction of change to be a bak vid > bakvid and vid hlidina a > hlidina), it
has never been systematically investigated or documented. The present study remedies that.

In addition to the prepositions listed in (8.16) there is also variation in the use of
several other prepositional phrases which can appear either with or without an initial
prepositional element, & ‘on” or i ‘in” (Kress 1982:188, 191, 193; Fridjonsson 1988:35—
36). Some of these are listed in (8.17), where they are grouped based on their primary

meaning, i.e., whether they convey location in time or space, or a movement along a path.®°

(8.17) Ordered location in time and/or space: (@) eftir “after, behind’, (&) undan
‘before, in front of”
Location in space: (&) medal ‘among’, (&) milli ‘between’, (&) moti
‘opposite’, (i) milli ‘between’
Location in time: (&) medan (ad) ‘while’

Path: (i) gegnum ‘through’, (i) kringum ‘around, circa’

8 The goal is not to give a complete overview of variation in prepositions in Icelandic, only to illustrate that
such variation exists.
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It seems appropriate to contrast the complex prepositions in (8.16) with the prepositional
phrases in (8.17) as they have many things in common: i) They are multi-word prepositions
where the initial element is frequently omitted, ii) Similar to some of the prepositions in
(8.17), vid hlidina a and & bak vid denote location in space, both literally and figuratively,
iii) Variation in the use of these preposition have existed for a long time (over 100 years,
see Section 8.3.4-8.3.5), and iv) the complex and simplified forms are often used
interchangeably (see discussion below).

Despite some similarities, the complex prepositions a bak vid ‘behind’ and vid
hlidina & ‘beside’ appear different from the prepositions in (8.17) in at least one prominent
way. They seem to be more transparent. The form bak can be identified as the accusative
singular indefinite form of the neuter noun bak ‘back’ and hlidina is recognizable as the
accusative singular definite form of the feminine noun hlid ‘side’. Both of these nouns are
widely used in their basic literal meaning (8.18) as well as in idiomatic structures with a

metaphorical meaning (8.19).

(8.18) a. [Elg er med sitt  har nidur a bak
I am  with long hair down to back

‘I have long hair that reaches down to the back’ (IGC, Bland.is, 2004)

b. ...a0 ég keyroi i hlidina & 6drum bil

that | drove into side of another car

‘... that I drove into the side of another car’ (IGC, Bland.is, 2004)
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(8.19) a.

[P]egar madur er ao drulla upp & bak i 6llum
when one s at poop up on back in al
verkefnum

tasks

‘When one is performing extremely badly in all tasks’

(Twitter, Berglind Festival@ergblind, 2017)

Twitter for & hlidina i geer eftir ad ...
Twitter went on the-side yesterday after that
‘Everyone on Twitter went crazy yesterday after ...’

(nutiminn.is, 4. September 2018)

Taking into consideration that the nouns bak 'back’ and hlid ‘side’ can be related to the

relevant elements in the complex prepositions in (8.16), the full forms vid hlidina & and a

bak vid can be viewed a sequence of a preposition, a noun and a second preposition. In line

with earlier work on complex prepositions (e.g., Quirk & Mulholland 1964), this may be

represented as in (8.20) where (+N>) refers to the complement of the second preposition,

P2.

(8.20)

P1N1P2 (+N2)

The presence of two prepositions, i.e., P1 and P2, naturally suggests the presence of two

prepositional phrases. Given that P2 (+N2) conveys information on the location of N1 rather
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than an additional (coordinated) location, one might assume a structure of the type in

(8.22).
(8.21) a. b.
PP PP
/\ /\
P D p DP
é /\ vid /\
D Dy

NP NP
/\ hilidina /\

P
N PP N PP
AN A\
P DP p DP
vid A a A

In what follows, | argue that the structure in Modern Icelandic is not the one presented in

o

(8.21), but rather that the P1N1P2 string has been lexicalized — or grammaticalized — into a
single element. The structure might thus be more similar to that of the prepositions in (8.17)
than true P1N1P2 sequences that consist of two prepositional phrases. However, in order to
keep the discussion as clear as possible, | will continue to refer to the individual parts of &

bak vid and vid hlidina & in terms of elements in a P1N1P2 sequence.

8.3.2 Variation in writing and usage as an indicator of grammaticalization

Considerable variation is found in the writing of the NiP2 elements of the complex
prepositions & bak vid and vid hlidina a. The simplified forms <bakvid> and <hlidind>
occasionally appear in printed material, although they are more commonly found online,

such as in blog posts and on social media (see examples (8.1b)—(8.2b) above). Other
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variants are also found on the internet and in informal writing. Variations | have come
across in the writing of N1Pz are listed in (8.22). Angle brackets are used specifically for

signaling that these are written variants.

(8.22) Variation in the writing of N1P2
Behind: <bak vio>, <bakvid>
Next to, beside:6! <hlidina &>, <hlidin &>, <hlidinad>, <hlidin’a>, <hlidind>,

<hlion’a>, <hlionad>

The written forms in (8.22) do not indicate a significant variation in pronunciation of the
N1P2 sequence. Being subject to the pressures of normalized spelling, writing is often
conservative. The traditional forms <bak vid> and <hlidina a> are thus not necessarily
informative on how the NiP2 sequence is perceived by individuals. Innovatively written
forms, on the other hand, may provide hints about (ongoing) changes.

As observed in (8.22), N1 and P2 are sometimes collapsed into a single form. The
lack of space between N1 and P2 in <bakvid> and <hlidinad> suggests a perception of them
as single elements. The same can be said about the forms <hlidina>, <Alidin’a> and
<hlion’a>, where the apostrophe indicates a conscious omission of the final -a in hlidina.
The omission of <i> in the forms <ilidon’a> and <hlidn&> can be viewed as a characteristic
of casual speech or taken to signal phonological reduction, a part of grammaticalization

(see discussion in Section 8.2.2).

81 The form <hlidina> can also be found. However, this is a difficult form to deal with in relation to the
complex preposition vid hlidina a as searching for only <hlidina> returns multiple examples of the lexical
noun hlid ‘side’ as well as instances where hlidina can arguably be analyzed as an adverb, i.e., having no
complement.
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If innovatively written forms are taken to indicate grammaticalization, the
appearance of the traditional variants <hlidina a> and <bak vid> are potentially deceptive.
Their use might either signal the presence of two distinct elements (bak and vid, hlidna and
a) or be the result of normalized spelling. An individual writing <bak vid> or <hlidina &>
might still perceive the N1P2 sequence as a single element.®? In fact, the same individual
may sometimes use more than one written variant. As an example, (8.23) shows <bak vid>

occurring in the same sentence as <bakvid>.

(8.23) ... hlytipd ad vera bak vid  Vesturberg en petta
must then to be back by Vesturber but  this
var  bakvid Loénguvitleysu syndist mer.
was  behind Langavitleysa appeared me

‘...must be behind Vesturberg, but this appeared to me to be behind Langavitleysa.’

The presence or absence of an initial P1 (& or vid) is slightly different in nature from
the variation in written forms of N1P2. While the latter relates to a phonological string being
perceived as one or two words, the former can be linked to the presence or absence of a
phonological material. Unless individuals are conscious of an initial P1 (or if they have
been explicitly told that there is such an element), they may fail to indicate it in writing. In
some cases, individuals may go back and forth on including and omitting P1. Observe
(8.24) which shows the prepositions (i) gegnum appearing in Baendabladid in 2023; the

examples are from the same article in the paper.

62 The matter of whether something constitutes one word or two words is the subject of a section in the official
writing rules (Ritreglur, accessed January 2024; see also Sigtryggsson 2022).
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(8.24) a.

...a0 lodnan for i gegnum hnifasett. ..
that  the.capelin  went in through knife.set
‘... that the capelin went through a set of knives...’
(Bandabladid 2023(3):16)
Lodnan for ~ gegnum prengingu...
the.capelin ~ went through narrowing

‘The capelin went through a narrowing...” (Baendabladid 2023(3):16)

Similar to (8.24), the presence or absence of P1in & bak vid and vid hlidina & do not appear

to be tied to a specific meaning or a particular use of the prepositions. For instance, the

examples in (8.25), which are both taken from Morgunbladid, show a comparable use of

the forms <& bak vio> and <bak vido>.

(8.25) a. ...

hefur myndast mikil saga a bak vid  pennan bil.
has  formed great story on back by this  car

‘... a great story has formed behind this car.” (Morgunbladid 2003(216-B):7)

Hin  Ovenjulega saga bak vid  biomyndina Salt.

the unusual story back by the.film Salt

“The unusual story behind the film Salt.”(Morgunbladid 2003(10-B):14)
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The complex prepositions & bak vid and vid hlidina a both exist in a range of literal

and metaphorical meanings. Some examples are provided below, starting with & bak vid.

Although I have chosen to use the full P1N1P2 sequence in the examples, forms lacking P1

are also grammatical with these meanings for speakers who are generally able to omit P1.

In (8.26a) the preposition conveys a location behind someone’s physical back, while in

(8.26b and c) it refers to a more abstract “back-side” location.

(8.26) a.

Litli  drengurinn  skyldi sér a bak
little  boy hid  self-DAT on back
sina.
his

“The little boy hid behind his mother.’

Pvodu pér a bak vid  eyrun!
wash yourself-DAT on back with the.ears

‘Wash behind your ears!’

padan hefdi madurinn ekio a bak
Therefrom  had  the.man driven on back
Arion banka og hlaupid i burtu
Arion bank and run away

‘From there, the man had driven behind Arion Bank...’
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The examples in (8.27) show a metaphorical use of the preposition.

(8.27) a. Hun for & bak vid  foreldra sina.
she  went on back with parents hers
‘She went behind her parents' back.’

Metaphorical: ‘She was dishonest with her parents.’

b. Hafdu petta & bak vid  eyrad.
have this on back with ear
‘Keep this behind your ear.’

Metaphorical: ‘Don’t forget this.’

C. Hver stendur & bak vid  petta?
who stands on back with this
‘Who is behind this?’

Metaphorical: “Who is responsible for this?’

In addition to metaphorical uses as in (8.27), the preposition occurs in some highly
idiomatic expressions. Two such are (&) bak vid luktar dyr ‘in secrecy (lit. behind closed
doors)’ and (&) bak vid tjoldin ‘without anyone seeing (lit. behind the curtains)’. These can

also occur both with and without the initial Pi.
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The complex preposition vid hlidina a ‘next to, beside’ is mostly used to describe

a location next to something that has a physical side, e.g., an individual (8.28a) or building

(8.28h).

(8.28) a.

Konan sat  vid hlidina a mer.
the.woman  sat by side of me

‘The woman sat next to me.’

[sbudin er vid hlidina a sundlauginni.
the.ice.cream.store s by side of the.swimming.pool

“The ice cream store is next to the swimming pool.’

The phrase can also be used in the metaphorical meaning ‘compared to’. Example (8.29a)

shows the written variant <vid hlidina 4> and (8.29b) the simplified form <hlidind>.

(8.29) a.

auomykt 0g keerleikur eru einskisvirdi vid  hlidina
Humility and love is nothing worth by side
a allri peirri gledi..

of all that  joy

‘Humility and love are worth nothing compared to all that happiness...’
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b. ég er dvergur hlidina pér  bara svona
I am  dwarf side.of you just so
svo  pu vitir
S0 you  know

‘I am a dwarf compared to you, just so you know...’

The usage in (8.29) is innovative and is likely influenced by English next to as in (8.30).

(8.30) Next to him, I am nothing (Addicted to Love 1997)

As mentioned earlier (Section 8.2.2) semantic change, potentially in the form of non-literal
uses of a word, might be indicative of grammaticalization. If this is the case, various senses
of the complex prepositions a bak vid and vid hlidina & could be claimed to provide cues
about when the grammaticalization started. However, many of the non-literal senses are
not new in the language and are already found in the uses of the nouns bak ‘bak’ and hlid
‘side’, not just in the complex prepositions. They can, therefore, not be used as indicators
for the starting point of the grammaticalization.®® However, some of these uses might be
taken to indicate the dissociation of hlidina and bak from relevant lexical items (hlid ‘side’,

bak ‘back).5

83 Some non-literal uses of the prepositions bakvid and hlidina appear to be relatively new in the language.
This is the case for vid hlidina a in the sense ‘compared to’. However, it can be argued that when this usage
emerged, the grammaticalization of vid hlidina a had already started.

8 Dissociation from lexical items differs from a simple metaphorical use of those items. In the case of

metaphors, speakers are usually conscious (on some level) about where the individual items come from, and
this can affect the behavior of metaphorical expressions.
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Since the & bak vid and vid hlidina & can be used in various different senses, both
literal and metaphorical, one might expect correlation between the various meanings and
whether the prepositions are used with an initial P1 or not. While this might be the case for
some speakers, it is certainly not universal. In fact, | have only been able to verify the
existence of speakers that (i) that never accept the omission of P1 in & bak vid and vid
hlidina &,% and (ii) speakers who fluctuate between including and omitting P1, perceiving
no difference between when one or the other should be used. As of yet, | have not come
across individuals who only accept variants where P1 has been omitted.

In addition to variation in the presence and absence of Pi, there are also a few
instances where P1 is something other than & or vid (see also Rognvaldsson 2021a). In

(8.31) the preposition fyrir ‘for’ appears instead of the expected & in & bak vid.

(8.31) Pad voru prir unglingstrakar ao labba fyrir bakvid mig...
there were three teenage.boys INF  walk for behind me

‘Three teenage boys were walking behind me...’

(Twitter, Alex@alexirisar, Apr 28, 2023)

Rdgnvaldsson (2021a) notes that & bak vid expresses essentially the same meaning as fyrir
aftan ‘behind’ and aftan vid ‘behind’, although the three phases cannot always be used
interchangeably. He furthermore suggests that the innovative variant fyrir bakvid, as in

(8.31), may be under the influence of fyrir aftan and aftan vid. On this view, fyrir bakvid

% Interestingly, this speaker is not consistent in their use of other prepositional phrases like () gegnum and
() kringum and appears to be able to use them interchangeably, i.e., without any concrete semantic difference.
However, this needs to be investigated further.
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might be regarded as a multiple source construction in the sense of Van de Velde, De Smet
and Ghesquiére (2013).
Just like P1 in & bak vid is occasionally something other than &, P1 in vid hlidina &

is occasionally something other than vid. In (8.32), P1 is fyrir ‘for’.

(8.32) ...til aod leika fyrir hlidina a félaga sinum hja  Hearts.
to at play for  the.side of partner his  at Hearts

‘...to play by the side of his partner at Hearts.’

In addition to the occasional example of P1 being other than expected, there are a
handful of instances where P2 in vid hlidina a is something other than &. In (8.33) the

preposition hja ‘by’ is used.

(8.33) Minn péafagaukur er hlidina hja  hennar buri
mine parrot is the.side by her  cage

‘My parrot is next to her cage...’

It is possible that variation in P1 and P2 occurs due to phonological reduction in the complex
prepositions. On this view, speakers may perceive a presence of a P1 or P2 element without
being able to recover the intended phonological form. Consequently, they insert P-forms
that they deem to be appropriate. An alternative view is that forms with unexpected Pz or
P2 elements are in fact multiple source constructions (Van de Velde, De Smet and

Ghesquiére 2013), resulting from the blending of two or more source constructions.
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Finally, further evidence for the prepositional phrases not always providing strong
enough signal for their structure, occasional examples from social media indicate that
speakers conflate & bak vid with two other common phrases, namely ad baki e-u(m) ‘behind
something/someone’s back’ and & bak e-u(m) ‘on someone’s back’. Unlike & bak vid,
which takes an accusative complement, ad baki e-u(m) ‘behind something/someone’s
back’ and & bak e-u(m) take a dative complement. Two examples of conflated forms are

provided in (8.34a) with expected (or corrected) forms shown in (8.35).

(8.34) a. Mig langar ad sja  tolfredina a bak  pessari
Me  wants to see  statistics on back this-DAT
stadhafingu
claim-DAT

‘I want to see the statistics behind this claim.’

b. Hugmyndafraedin bak  pessari adferd er...
Ideology back this-ACC method-DAT is

“The ideology behind this method is...’

(8.35) a. Mig langar ad sja  tolfredina  sem liggur ad  baki
Me  wants to see  statistics.the which lies  at back
bessari stadohafingu
this-DAT claim-DAT

‘I want to see the statistics behind this claim.’
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b. Hugmyndafraedin ao baki pessari adferd...
Ideology.the at back this-DAT method-DAT

“The ideology behind this method is...’

In some cases, the form bak is found as a preposition. In fact, this usage occurs already in

Old Icelandic as in (8.36) and has survived into the modern language.

(8.36) fara sidan nordor bak  jolum
go then north back christmas

‘...then they go north after Christmas.” (ONP, Stu/R440~ 2311)

Although examples of the type in (8.34a)—(8.34b) and (8.36) do occur in the modern
language, they are not very common.

Summarizing the points discussed here, it may be claimed that innovatively written
variants of N1P2 in & bak vid and vid hlidia & suggest an interpretation of N1P2 as a single
element. As for the presence and absence of P, it seems that phonological cues for its

presence may not be very strong.®® Individuals who allow P to be omitted have no obvious

% While a reduced strength of P1 may be mostly attributed to the process of grammaticalization, it is plausible
that general intonational rules of Icelandic also play a role. Arnason (1994-1995:109; 2011:286—287) has
proposed a hierarchy of strength relations between word classes where prepositions are considered “weaker”
than nouns and verbs, but stronger than personal pronouns, (i).

(1) noun > verb > preposition > personal pronoun (Arnason 2011:287)
Arnason (2011:286) notes that it can happen that “a word from a stronger class attracts phrasal stress away
from a following word of a weaker class”. If the whole P1N1P2 sequence is regarded as a single phrase, it is

possible that N1 might attract stress away from other close elements, contributing towards a phonological
reduction.
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rule as to when it is present or absent. Instead, they may use the two forms (with and
without P1) seemingly interchangeably. Further evidence for the phonological signal being
rather weak involves the substitution of an expected P1with a different preposition. In these
cases, speakers may be able to infer the presence of an initial P1 but fail to pick out the
“correct” form, causing them to insert a different preposition. Thus, evidence from written
material (and judgments from two speakers) can be taken to suggest that the sequence
(P1)N1P2 is viewed as a single unit. Consequently, the dropping of P1 may be regarded as

a form of phonological reduction.

8.3.3 Syntactic (in)flexibility as an indicator of grammaticalization

Some arguments for the grammaticalization of & bak vid and vid hlidina & into a single P
element have already been provided in Subsection 8.3.2. In this subsection, further
evidence, from syntactic behavior, is provided.

Quirk & Mulholland (1964:65) note fourteen parameters that may be used for
determining behavioral properties of P1N1P2 sequences, assuming that such sequences fall
on a continuum of being more grammatical or less grammatical (see also Svenonius
2006:50, 56; Hoffmann 2004 for behavioral properties of such sequences). By more and
less grammatical they mean that some structures are rather inflexible and appear to function
similar to single-word prepositions while others show a behavior that indicates
compositionality. The properties used to determine how (in)flexible P1N1P2 sequences are
(Quirk & Mulholland 1964:65) are as follows: i) P1 can be replaced, ii) P1 can be deleted
showing that N1 is head of a Nom. Grp., iii) N1 has definite article, iv) N1 is concrete, v)

N1 can take different deictics, vi) N1 can be premodified by adjective, vii) N1 can show
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number contrast in the P1N1P2N2 sequence, viii) N1 is used as a member of a lexical set,
iX) P2N2 can be deleted, x) with P2N2 deleted, N1 can show number contrast, xi) P2N2 can
be replaced by genitive pronoun premodifying Ni, xii) P2N2 can be replaced by a
demonstrative (that, such) premodifying Ni, Xxiii) There is no transformation relation
between N1 N2 and a VVC structure respectively, and xiv) N2 must be concrete.

Unfortunately, most of the parametric tests proposed by Quirk & Mulholland
cannot be applied straightforwardly to the Icelandic prepositions a bak vid and vid hlidna
a. They are specifically put together for English and yield either ungrammatical structure
in Icelandic, provide older or newer variants of the prepositions or result in strengthened
connections to the lexical elements bak ‘bak’ and hlid ‘side’. Despite this, three properties
may be noted here.

First, adding a premodifying adjective to N1 (bak and hlid) yields an ungrammatical
sentence or radically alters the meaning. This is shown in (8.37) with the object bolti ‘ball’

which does not have a physical ‘back’ or a natural ‘side’ to it.

(8.37) a. *Eg  setti toskuna (&) gult/slétt bak vid  boltannann.
| put the.bag on yellow/straight ~ back by ball.the
b. Eg setti  tdéskuna *(vid) gulu/sléttu  hlidina
I put  the.bags by yellow/straight the.side
a boltanum
of ball.the
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In (8.37b), the outcome is only grammatical provided the element vid ‘with’ is present. In
this case, the noun hlid ‘side’ must be understood as ‘surface’, leaving room for an
interpretation where the ‘bag’ is placed next to the ‘yellow’ or ‘straight, smooth’ surface
of the ball.®’ This is different from conveying that the ‘bag’ is placed (anywhere) next to
the ball. Also, note how the presence and absence of P1 does not affect the outcome in
(8.37a); it is always ungrammatical.

Second, modifying the number of N1 gives an ungrammatical structure for both a

bak vid and vid hlidina a, irrespective of whether Pz is present or not (8.38).

(8.38) a. *Eg  setti  toskurnar @) bokum vio  boltana.
I put  the.bags on the.backs by the.balls
b. *Eg  setti  toskurnar (vid) hlidarnar a boltunum.

I put  the.bags by the.sides of the.balls

Unlike in (8.37b), hlid ‘side’ in (8.38b) can no longer be perceived as the ‘surface’ of a
ball, likely because balls do not have multiple surfaces.

The third property tested for here involves the (im)possibility of modifying the
definiteness of N1. While Quirk & Mulholland (1964:65) specifically focus on whether N1
can take a definite article or not, | have simply turned this property into whether or not the
definiteness can be modified. As already explained (see Section 8.3.1), N1 in & bak vid has

an indefinite form while N1 in vid hlidina & has a definite form.

57 It might be the case that the surface of the ball is yellow or smooth in some areas and not others. Placing a
bag next to the smooth (part of the) surface is thus a possible reading.
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(8.39) a. *Taskan er @) bakinu vio  boltana.

the.bag is on the.back by balls.the
b. *Taskan er (vio) hlia a boltanum.
the.bag is by side of the.balls

Although (8.39b) is marked as ungrammatical, few instances of such use with P1 vid can
be found. In those cases, the complement appears to be understood as having a physical

‘side’. This is shown in (8.40).%8

(8.40) ...a0 vera Vio hlio a vinsaelum veitingastad
to be by side of popular restaurant

‘... to be next to a popular restaurant’ (Vikurfréttir 2020(44):10)

If behavioral properties such as those tested in (8.37)—(8.39) provide information on how
grammaticalized P1N1P2 sequences are, we may assume that & bak vid is slightly further
along in the grammaticalization than vid hlidina &, simply because the latter is marginally
more modifiable. However, it may also be called into question whether a bak vid and vid
hlidina & are true PiNiP2 sequences. The examples in (8.37)—(8.39) above, testing

modification of Ni, suggest that the form of Ni is quite unchangeable. To further

8 Wood (p.c.) suggested that examples like (8.40), with the indefinite form hlid, might be under the influence
of the phrase hlid vid hlid ‘side by side’. This appears plausible and would mean that vid hlid & should
essentially be regarded as a multiple source construction (cf. Van de Velde, De Smet & Ghesquiére 2013).
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demonstrate the inflexibility of the full sequences it is useful to compare them to similar
sequences.
Many sequences apparently consisting of P1N1P2 can be found in Icelandic in daily

use (for a list of such sequences see Kress 1982), some are listed in (8.41).

(8.41) Some P1N1P2 sequences in Icelandic
& bakinu & e-um ‘on someone’s back’
a hillunni i skdpnum ‘on the shelf in the cupboard’
& hlidinni & e-u ‘on the side of something’
i kappi vid timann ‘competing with time’
i skuld vid e-n ‘in someone’s debt’

um bord i skipi ‘on board a ship’

The structure of the sequences in (8.41) are not identical. For instance, bak ‘back’ is a
physical part of an individual and hilla ‘shelf” can be positioned inside a cupboard.
However kapp ‘competition’ is not a part of time nor is skuld ‘debt’ a part of an individual.
Reflecting various types of relationships between the different nouns, the syntactic
structure of the sequences is likely not the same. Some may have two adjoined PPs, for
instance as in (8.42a), while some may include a PP as a complement of a noun inside
another PP (8.42b). Other structures, such as a PP adjoined to DP or NP, might also be

possible for some P1N1P2 sequences.
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(8.42) a, b.
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p

DP
NP
VN

N >

PP PP

ANVAN

P DP P DP

N
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P DP

For the purpose of showing how the complex prepositions & bak vid and vid hlidina &

behave differently from other structures with two full PPs, examples have been chosen that

resemble how the complex prepositions may originally have been constructed. These are

shown in (8.43) and include structures where the second PP is a complement of the lexical

nouns hlid ‘side’ (8.43a) and bak ‘back’ (8.43b).

(8.43) a. pad er Oorfpp afor bakinu[pp a
there is scar on the.back on

‘There is a scar on his back.’

b. pad er rispa [pp aor hlidinni [pp

there is scratch on the.side

‘There is a scratch on the side of the car.’
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(8.44)

/\ P/\
z /\ 4 /\

bakinu /\ hlidinni /\

Uy U
VAN VAN

honum bilnum

Even though the second PP is considered to be the complement of the noun in the first PP,
the reverse order of (8.43) can be found. This is shown in (8.45), where the PPs & bakinu
and & hlidinni appear to the right of & honum ‘on him” and & bilnum ‘on the car’. In some
ways, this is reminiscent of elements that have been dislocated to the right and provide
more specific information on a phrase appearing earlier (on Right Dislocation see
Thrainssson 2007:363, 367—-368).%° It might also be the case that the underlying structure

of the examples in (8.45) is different from that of the examples in (8.44).

89 Observe for instance the example in (i) where the dislocated phrase (hann) Alfred identifies hann ‘he’ who
is mentioned earlier:
(1) Hann er langbestur, (hann) Alfred.
he is long-best (he) Alfred
‘He is by far the best, Alfred.” (from Thrainsson 2007:636, ex (7.55))
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(8.45) a.

pad er or a honum, a bakinu
there is scar on him on the.back

‘There is a scar on him, on the back.’

pad er rispa a bilnum, a hlidinni.
there is scratch on the.car on the.side

‘There is a scratch on the car, on the side.’

Returning to the more neutral word order in (8.43), we may note that the second PP can be

topicalized to create a focus-type structure as in (8.46).”

(8.46) a.

[rrA  bilnum]i hefur aldrei verid rispa [P
on the.car has  never been scratch on
[op h